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The pipe production process is a complex dynamical system with a significant number of production operations and intercon-
nected cost localization centres.

Purpose. To develop a mathematical model of the process of handling analytical information of a pipe enterprise using graph
theory for the needs of cost management at each production stage.

Methodology. Technological flow charts of the production job, where the list of mandatory activities and routing of the operat-
ing process are indicated, were used to organize cost accounting by operational centres of their localization with the help of com-
puter modelling elements, namely the graph theory. The work used a complex of research methods, including analysis and scien-
tific synthesis of scientific and technical information; theoretical studies; methods of mathematical and computer modelling, en-
gineering developments.

Findings. The cost accounting process is represented by a directed hypergraph. Each production operation is associated with a
graph vertex. Each vertex is assigned to a series of interrelated marks: type of technological operation; weight factor; the value of
direct costs for the operation; the value of indirect costs for the operation; the expense factor. The initial state of the hypergraph is
specified by means of its initial marking, which corresponds to the set cipher of the batch of pipes and its weight. Further execution
of the marked hypergraph is performed by running the allowed vertices. Marking of the graph ends if all the information from the
technological flow charts of pipe products has been used.

Originality. A model of cost management by operational centres is proposed which will allow dividing the prime cost of pipes
which differ according to the production technology. It is recommended to rank pipe products within each technologically similar
group for an economically feasible allocation of costs between batches of pipes. The proposed process model of processing ana-
lytical information of the pipe enterprise using graph theory will allow providing data governance as for the prime cost of each in-
dividual batch of pipe products, will contribute to the improvement in the order generation procedure taking into account the ac-
quired information, and will allow making the appropriate adjustments when making management decisions.

Practical value. Calculation of expenses for production operations allows one to identify the most cost-intensive of them. Rely-
ing on the results of the calculation, the enterprise management has the opportunity to manage costs at any stage of the production
process. Moreover, the model allows determining the amount of consumed metal for each production operation, which is relevant
for pipe enterprises. It is appropriate to focus further scientific developments in this direction on the possibility of managing non-
manufacturing cost with the help of mathematical models in economics to optimize the supply and sales activities of the enterprise.
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Introduction. In modern economic conditions, mining
and metallurgical enterprises face the urgent issue of adjusting
to the market environment, assessing their strengths and weak-
nesses for competitive practices and effective operation.
Therefore, an important task is to determine further actions
taking into account competitive advantages within a certain
strategy.

The competitive position of enterprises of the mining and
metallurgical complex is formed, first of all, by factors of oper-
ating activity. Risk-based management in this field is associ-
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ated with financial and commercial risks. The majority of
management decisions regarding the production program,
prices making and promoting products in the market are made
on the basis of information on production prime cost.

The convergence of the development of production enter-
prises is characterized by the use of the integrated functional
and resource-based approach. Therefore, the problem of effi-
cient application of approaches to the management of the en-
terprise in general and specifically to expenses is becoming
particularly relevant. The choice of the order of localization,
calculation and distribution of production costs is an impor-
tant management decision which is adopted on the basis of the
appropriate cost accounting model.
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Literature review. Management of a business entity is
closely related to planning. Enterprise resources are always
limited; as a consequence, their creation, distribution, and ap-
plication can be managed through the formation of detailed
plans [1]. Under present-day business conditions, such a man-
agement function as planning should ensure the manufacture
of competitive products with optimum utilization of the avail-
able resources (material, financial, labour ones), i.e., guaran-
tee further flexible development of the enterprise. At the same
time, financial planning is the basis for cost management,
control over business activities, material flows, financial ar-
rangements with contracting parties [2].

Due to a significant number of risks and uncertainties,
business entities are forced to adapt to changing conditions. It
is expedient to switch from strategic planning to the iterative
approach, according to which plans are adjusted once updated
data is available. Furthermore, there are good reasons to pro-
ceed from complex to diversified planning, which will increase
responsibility for decisions made at each management level [3].

The study of risk maps of the mining and metallurgical en-
terprises showed that the most significant risks in this field are
financial ones: price risk and risks associated with production
and logistics which are considered to be potential additional
costs and commercial risks: the risk of losing target markets
and the risk of rising prices for raw materials and transport ser-
vices [4]. Taking into account the technological specificity of
metallurgical enterprises, it is of immediate interest to ensure
the fulfilment of requirements for the functionality of the pro-
duction management system [5].

Mining and metallurgical production is multi-stage; there-
fore, the most effective method for calculating the production
prime cost is the process method of cost accounting [6, 7]. The
possibility of calculating costs for each process stage (phase,
stage, production operation) will allow one to adjust the pro-
duction schedule and make management decisions depending
on the current situation at the enterprise (in the industry, the
country).

Factors of operating activities significantly affect the inte-
grated enterprise value, which is formed through: analysis of
prices within a certain range, product portfolio assessment, use
of digital marketing tools and selection of a competitive strategy
[8]. The dependence of the result of market coverage on the
cost pattern [9] also indicates the relevance of the issue of cost
management at the level of an individual economic entity.

Unsolved aspects of the problem. A robust analysis of the
organizational structure and composition of production costs
of the pipe enterprise showed that the procedure for the for-
mation of operational centres of cost localization requires de-
tailing and the application of the iterative approach.

A growing number of experts are urging the necessity to
develop methods of adaptive planning of activities with the use
of modern apparatus of mathematical modelling in economics
and information technologies. Computer modelling is a rather
powerful means of studying the behaviour of complex dynam-
ic systems and is successfully used to solve problems of opera-
tional and strategic management. But the issue of modelling
the production process of pipe enterprises taking into account
its technological specifics is underinvestigated.

The purpose of the article is the formalization of the pro-
cess of calculating the costs of the processing stage at a pipe
enterprise using mathematical modelling in economics and
information technologies.

Methods. For material-intensive and technologically-dif-
ficult production operations, the key factors are the rational
use of available resources, ensuring the highest possible benefit
from them and the ability to manage costs by places of their
origin and responsibility centres [10].

The appropriate allocation of costs to the relevant costing
objects is an objective necessity of manufacturing enterprises.
It is possible to characterize costs based on their belonging to a
certain article, place of origin, as well as to determine the clas-

sification criterion of costs, and calculate the impact of their
changes on the prime cost of the costing object with the help
of OLAP technologies [11].

The object of the research is seamless pipes made of corro-
sion-resistant steels of austenitic, ferritic and austenitic-ferrit-
ic classes and nickel-based alloys. The production process is
carried out in two workshops: the pipe pressing workshop
(PPW) — manufacturing hot-deformed pipes and tube stock
for further cold rolling, and the pipe drawing workshop
(PDW) — manufacturing cold-deformed pipes. To manufac-
ture cold-formed pipes with augmented physical and mechan-
ical properties, cold rolling and drawing are used. The process
of cold (periodic) rolling ensures high precision of pipes, high
cleanliness of internal and external surfaces, insignificant spe-
cific loss of metal, etc. [12].

For the enterprise, the issue is relevant of allocation of
costs for redistribution, streamlining of accounting for con-
sumption and loss of metal designating them to the appropri-
ate types of products.

The researched enterprise features a combination of flow
and batch production scheduling. The flow production in-
volves a complex of main and auxiliary equipment, and hoist-
ing-and-conveying machinery, which consistently participates
in processing and displacing pipe workpieces. The PDW flow
production includes furnaces, cranes, cold pilger mills and
rolling mills themselves, devices for cooling, cutting, straight-
ening, pickling, and stamping of metal. With batch production
scheduling applied, products (semi-finished products) are
manufactured in batches. A batch is a group of structurally and
technologically identical work objects which are launched and
transferred to production simultaneously and are processed
sequentially at each operation. The size of the batch signifi-
cantly influences the specific changeover time, the duration of
the production cycle and the performance of the workshop
and the enterprise as a whole. At the enterprise under consid-
eration, the batch is a set of pipes. Each set is unique in terms
of quantity, length and weight of products (with consideration
to steel grade, size, and itinerary). The sequence of production
of a certain set of pipes is displayed in the package card, which
records all the operations which are performed from the mo-
ment of registration to the shipment to the customer.

The process of manufacturing pipe products consists of a
certain sequence of production operations, whose prime cost
can be calculated both individually and according to the cor-
responding blocks (if several operations are performed using
the same equipment or by workers of the same occupation).

All operations of the pipeline enterprise are classified into
main and auxiliary ones. The main ones are operations which
increase the degree of completion of work-in-progress inven-
tory (accounting for the follow-up of metal for such operations
is expected). Auxiliary operations are those of an auxiliary na-
ture which are not directly related to an individual set of pipes.
The main operations are divided into technological and non-
technological. Technological ones are the main operations ac-
cording to which the follow-up of metal occurs (processing is
performed) during the accounting month. Non-technological
ones are the main operations under which there is no follow-
up of metal.

In accordance with the organizational structure of the en-
terprise and the current technology, production costs are ac-
cumulated either by structural units of the enterprise (work-
shop, division), or by individual types of products (techno-
logical groups). Accordingly, the place of the origin of produc-
tion costs is an organizational reflection of the place of their
formation and accounting.

Taking into account the complexity of the technology, the
cyclicality and continuity of the production of metal products,
the organization of accounting by places of cost origin (PCO)
with reference to the main and auxiliary, technological and non-
technological operations is being used increasingly. The general
principle of cost accounting for a pipe enterprise by operating
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centres is to obtain the amount of conversion costs for each pro-
duction operation and allocate it between batches of pipes which
have undergone processing on the appropriate equipment.

To allocate conversion costs, it is proposed to apply the
ranking of pipe products within each technologically similar
group for an economically feasible allocation of costs between
batches of pipes, which is possible under the conditions of
implementation of cost accounting by operational centres of
their localization.

In order to determine the prime cost of a certain batch of
pipe products in terms of conversion costs, we suggest dividing
all operations that may take place during the production pro-
cess into the places of cost origin (PCO) of the first and second
levels [13]. The first-level PCOs consist of pipe preparation
operations; operations of rolling and sink drawing; heat treat-
ments; pickling operations; technical control and finishing
operations. Each of the above groups of operations includes
second-level PCOs. Thus, pipe preparation operations involve
cutting, facing, boring, and turning. Rolling and drawing op-
erations include pipe cold rolling, roller cold rolling, and sink
drawing. Heat treatment, accordingly, can be carried out in a
gas furnace, in an electric furnace, or by bright annealing.
Pickling operations are as follows: copper plating, passivation,
degreasing, and descaling. Technical control involves mea-
surement, inspection, ultrasonic testing. The final stage is pre-
sented by finishing operations, namely: straightening, sand-
blasting, shot peening, and grinding. The second-level PCO
listed are those technological operations whose cost is the
prime cost of a certain batch of pipes.

Step-by-step cost allocation will be carried out in the fol-
lowing sequence [13]:

1. Accumulation of direct costs within the limits of the
PCO of' the first level.

2. Assigning a second-level weight factor KF° to each
pco
PCO, provided that ) K/’ =1 (within the limits of the cor-
i=1
responding first-level PCOs).

3. Allocation of indirect costs using weighting factors.

4. Calculation of the cost of each operation.

Therefore, using the information from the package card,
which includes a sequence of production operations, the name
of the equipment on which these operations will be performed,
geometric parameters and weight of a certain batch of pipes, we
can develop a matrix model of the pipe manufacturing process.

To develop a cost management model, it is necessary to
identify the main features of production which affect the or-
ganisation of the accounting cycle. When modelling, for each
group of the enterprise’s business units, a corresponding
scheme of features with the required detailing and indexing,
which is used for information packages and their delimitation,
should be provided.

Analysing approaches to data structuring and modelling of
production and accounting processes, we consider it expedient
to use graph theory to reflect the process of accumulating infor-
mation on the calculation of the prime cost of pipe products.

Graph theory is most effective when solving a number of
complex problems in information technologies (the theory of
communication and coding, optimization of programs, organ-
isation of complex databases and their visualization, etc.) [14].

Examples of the successful application of graph theory are
as follows: the study on physical properties of devices with an
existing causal structure [15], achieving synchronization in
complex networks [16], software configuration of control sys-
tems [17], quantitative assessment of damage in the field of civil
engineering [ 18]. For manufacturing enterprises they are: order
planning in flow production systems [19], database manage-
ment in the field of marketing and distribution [20], research
into the state of the internal logistics flow with a division into
procurement, production and sales components [21] use of the
apparatus of symbolic and weighted oriented graphs to describe

the cognitive model of alternative strategic scenarios of safety
management of the metallurgical enterprise development [22].

Results. Approbation of the proposed methodology was
conducted.

Graphs are the most abstract structure which one is to en-
counter in computer science. Graphs are used to describe au-
tomated design algorithms, in finite state diagrams, when solv-
ing flow routing problems, and others. Any system which as-
sumes the availability of discrete states or the presence of
nodes and transitions between them can be described by a
graph. The connections between the nodes of a graph are
called edges. If the nodes of the graph are not numbered, then
the edges are undirected. In a graph with numbered nodes, the
edges are oriented. Edges can be assigned specific weights or
marks. Graphs are displayed on a plane by a set of points and
lines connecting them, or vectors. At the same time, edges can
be displayed as curved lines, and their length is of no signifi-
cance. Any topologically connected area bounded by the edges
of the graph is considered a graph face.

A graph, as a structure which contains a significant num-
ber of connections, has the following properties: each element
(node, vertex) can have an arbitrary number of links; each ele-
ment can be connected with any number of other elements;
each link (edge, arc) can feature direction and weight. The
nodes of the graph contain information on the elements of the
object. The connections between the nodes are given by the
edges of the graph. The edges of the graph can have direction-
ality, which is indicated by arrows, then they are called direct-
ed; edges without arrows are undirected.

If certain values are associated with the edges of the graph,
then the graph and the edges are called weighted. A multigraph
is a graph that has parallel (connecting the same vertices) edg-
es [23].

To study the cost accounting process, a directed hyper-
graph G is constructed, whose structure fully corresponds to
the structure of the studied system. At the same time, a marked
hypergraph G = (P, E, M,) is presented by a vertex set P={p,,
D2, .-, P,y (first-level PCO) and by a set of arcs (connection
between operations of the second level) and hyperarcs, £ = {e,
e,, ..., ¢,} (connection between first-level PCOs). For the ani-
mation of the dynamics of the system, the marking of the arcs
of the graph is introduced. Let us denote N — the total number
of production operations, and Np — the number of first-level
PCOs. Since all the operating centres of cost localization are
divided into first- and second-level PCOs, each technological

operation is associated with the graph vertex p;,i=1.N; more-
over, several vertices will be combined into one hypervertex

D, J= 1, Np if the production operations corresponding to
them belong to the same PCOs of the first level. Each vertex is
associated with several interconnected labels:

- a type of production operation;

- the weight factor;

- the value of direct costs for performing the operation;

- the value of indirect costs for performing the operation;

- cost factor.

The starting vertex will always be an alternative one.

In addition to the vertices which correspond to the sec-
ond-level PCO and directly describe the production process,
we add so-called alternative vertices to the hypergraph, which
have only one input arc, if there was a separation at this stage
of the pipe manufacturing process, and vertices which have
only one output arc, in the case of combining sets.

A straight arc (p;, p,) in the graph G exists if the production
operation corresponding to the vertex p, is performed after the
operation corresponding to the vertex of the graph p;. The arcs
that enter or leave an alternative vertex are also called alterna-
tive. To illustrate the process of manufacturing a batch of
pipes, marking of graph arcs is introduced. Each arc will also
have its own mark vector u’,‘:

- a code of the batch of pipes;
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- a type of processing (main cycle/repetitive operations) of
the batch of pipes;

- the weight of the entire batch, or its part (for some pro-
duction operations, for example, such as measurement, in-
spection, control — other label parameters are set based on the
weight and type of pipe batch, with consideration to the infor-
mation from the production card);

- the estimated value of direct costs for performing the op-
eration;

- the estimated value of indirect costs for performing the
operation.

Note that the alternative arc, which comes from the start-
ing vertex, will have the values of the input costs as cost marks
for the operation. Similarly, the alternate arc, which corre-
sponds to the separation, will have corresponding cost values
calculated in proportion to its weight.

The state of the process at any moment in time £ =0, 1,
2, ... is determined by the current value of the graph marking
vector M, =(uf,u4,...,uk). The initial state of the hyper-
graph is given by its initial marking My =(ud,pud,...,pn2),
which corresponds to the set code of the batch of pipes and its
weight. Further hypergraph marking is carried out by running
the allowed vertices.

When describing the process by a matrix method, the
marked graph is specified by incidence matrices D~ =[d,-/7 ],

D* =[dﬂ of dimension n x n. Matrix D~ defines the input
function of the graph, while D* — the output function. The
vertex of a marked graph is considered allowed if a necessary
number of markers is placed on each input arc, which is equal

Preparation activities

Heat treatment

Technical control

to or greater than its multiple: M /" > d,/’- . If there are several
allowed vertices, one of the allowed vertices is selected for
launch. When selecting, it is necessary to determine the type of
input allowed vertices of arcs: whether they are simple arcs
(AND-arcs) or alternative ones (OR-arcs). The type of the
corresponding arc is determined according to the input matrix
D~. If the arc e, is an input arc for more than one vertex, i.e.

n
Zdij >1, it is a hyperarc. A simple arc e, is an input one for
i=1

n
only one vertex, i.e. Zd,{, =1. Note that hyperarcs will be
i=1
present in the graph if it is constructed to represent the pro-
duction of several different batches of pipes. From all the al-
lowed vertices which include the same hyperarc, only one ver-
tex is selected to run. The vertex is selected according to prede-
termined criteria (first of all, it is the code of the batch of pipes
and its weight) depending on the type of vertices. Allowed
vertices with simple input arcs are launched in turn according
to the arrival time of the solution marker.

After the concurrent selection of the vertex, the launch
vector F, of dimension # is formed. The next marking M, |,
resulting from the launch of the allowed vertex in the marking
M, is determined from the formula: M, , = M, + F,D, where D
is a resulting state transition matrix: D= D*+ D~. Therefore, at
each step k of the calculations, the vertex launch vector F is
determined and the next graph marking M, is assessed. Mark-
ing of the graph ends if all the information from the techno-
logical flow charts is used. The constructed hypergraph identi-
cally represents the entire process of manufacturing a batch of
pipes of a certain standard (Fig. 1).

Rolling process

Etching

Fig. 1. Cost management model by centres of their localization
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Obviously, such a directed hypergraph is connected. At the
same time, it contains an open Eulerian chain of simple verti-
ces, since there is one simple starting vertex (the beginning of
the manufacturing process of the specified batch), one final
vertex (the end of the manufacturing process of the specified
batch), while all other simple vertices have an equal number of
simple input and output arcs. Thus, in order to determine the
cost of a specific batch of pipes, it is necessary, first of all, to
build a directed spanning tree for the hypergraph G = (P, E,
M,) with the root at the vertex .

To build a spanning tree, we will use the following algorithm.

Let the graph G be represented using adjacency lists, i.e.
N, is a list of vertices incident to the vertex v, v,is the starting
vertex from which the search begins. In the process of depth-
first search, the vertices of the graph are assigned numbers
(DFS-numbers). At the beginning, the vertices do not have
DFS-numbers. Let us begin with the vertex v,. It is assigned
DFS-number DFS(v;) 1 and the arc with the greatest weight
(v, w) is selected (as a rule, it will be the only one, since pro-
duction is just beginning).

The scheme of the developed algorithm is shown in Fig. 2.

During the performance of the algorithm, each vertex of
the graph is included in the list Q immediately after receiving
the DFS-number and is excluded as soon as a rollback from it
is encountered. Inclusion and exclusion always take place
from the end of the list, i. e. the list Q is a stack. The algorithm
output is four DFS lists, F, Tand B: DFS(v) — the DFS-num-

P

ber of the vertex v, F(v) — the name of the vertex from which
the vertex v received its DFES-number; 7 and B are, respec-
tively, lists of oriented “straight” and “reverse” edges of the
graph G. Ifthe edge (x, y) is seen from the vertex x as “straight”,
then an arc (x, y) is listed in 7, and if it is “reverse”, then this
arc is entered in the list B. Thus, let us develop the graph tra-
versal algorithm as follows:

1. DFS(vy) =1, O(1) :==v5, O(vy) =0, T:=D, B:=0, k =
1, g := 1 (here k is the last assigned DFS-number, ¢ — end of
stack pointer Q, i.e. Q(q) — the name of the terminal vertex of
the stack Q).

2.v:=Q(p) (v — the simple current vertex).

3. Considering the list N,, find such a vertex w that the
arc (v, w) is not marked, and go to point 4, if there are no such
vertices, then go to point 5.

4. If the vertex w has the DFS-number, mark the arc (v, w)
as “reverse” and add the arc (v, w) on list B, calculating the
value of the cost of the performed operation (at the same time,
the cost decreases if the arc (v, w) is alternate and corresponds
to the separation). Go to point 3 and continue considering list
N,. Otherwise put k& := k + 1, DFS(w) := k, F(w) := v, the arc
should be marked as “straight” and the arc (v, w) is to be added
on list 7, calculating the value of the cost of the performed
operation, ¢ := g + 1, Q(p) := w (the vertex w obtained the
DFS-number and is put in stack Q). Proceed to point 1.

5. q := g — 1 (the vertex is redacted from Q). If ¢ = 0 end,
else move to point 2.

|‘

=
Forming vertex traversal lists l_ _: DFS(vp):=1
N ! Q():=vy; Q(we):=0
' T:=¢, B:=0
vi=0(p) ' k=1, q¢=1
|
e

Consideration of the adjacency list N,

no

(v, w) is not noticed?

Does the vertex w have
the DFS-number?

Put k=k+ 1, DFS(w) =k,

Is vertex wfound that arc

Mark the arc (v, w) as
“reverse” and insert it to list B,
calculating the value of the
cost of the performed
operation

Fw) =v

Mark the arc (v, w) and insert it to list 7,
calculating the value of the cost of the
performed operation

g = q — 1 (the vertex is redacted
from Q)

Fig. 2. Cost calculation algorithm:

v

q =q+1, Q@p) = w(vertex w got the
DFS-number and is placed in stack Q)

no
yes
0

N, — a list of vertices; v, — the starting vertex from which the search is started; Q — a list which is a stack; T — a list of oriented “straight” edges of
the graph; B — a list of directed “reverse” edges of the graph; F(v)— the name of the vertex from which the vertex v received its DFS-number; k — the

last assigned DFS-number; q — end of stack pointer Q
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The traversal algorithm of hypergraph is described.

The correctness of the algorithm is obvious. The described
process can be implemented in such a way that the running
time of the algorithm is O(|EG| +|G|). Schematically, the pro-
posed algorithm is presented in Fig. 3.

The following statements directly follow from the method
of constructing sets 7’and B.

Statement 1. The arcs of the set 7 form a directed spanning
tree rooted at the vertex v,.

Statement 2. If the oriented edge (x, y) belongs to the set B,
DFS(x) > DFS(y).

Thus, in order to calculate the costs for the production of a
specific set of pipes, it is sufficient to calculate the sum of the
marks of the values of the arcs belonging to the sets 7"and B,
which corresponds to the algorithm for calculating the amount
of losses for the production of a certain batch of pipes (Fig. 2).

Conclusions. Therefore, the cost management system in-
volves diversity. Depending on the conditions of production
and the nature of accounting, certain types of costs can be at-
tributed to both direct and indirect costs which arise in the
process of performing production activities and are calculated
in relation to one of the items of direct costs. The choice of the
calculation method and allocation of production costs of the
enterprise is an important management decision made on the
basis of the appropriate cost accounting model.

The proposed model of cost management with the appli-
cation of graph theory will allow one to consider most conver-
sion costs, which occur during the manufacture of pipe prod-
ucts, as direct ones, to localize costs by the places of their ori-
gin, in particular operations, and will provide the possibility of
monitoring costs at any stage of the technological process.

The logic of the proposed algorithm provides for a quick
and efficient response to the cost accounting procedure of the
pipeline enterprise when performing production activities in
accordance with the interests of the development of its pro-
duction and commercial and sales operations. This algorithm
enables the management of the pipeline enterprise to make
consistent and reasonable management decisions regarding
the management of production costs in dynamically changing
market conditions.

Calculating the costs of production operations allows one
to identify the most expensive of them. Relying on the results
of the calculation, the management of the enterprise has the
opportunity to manage costs at any stage of the technological
process. Moreover, the model makes it possible to determine
the amount of metal consumed for each production operation,
which is relevant for pipe enterprises.
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IIpouiec BUroToBIIeHHSI TPYO SIBJIIE COOOIO CKJIAIHY M-
HaMiyHy CHUCTeMY 3i 3HAYHOIO KiJbKiCTIO TEXHOJOTIYHUX
orepalliii i B3aeMONoB’43aHUX LIEHTPiB JIOKaJli3allil BUTpaT.

Mera. [1o6ynoBa MaTeMaTUYHOI MOJIEJIi TTpoLiecy 00po6-
KU aHaJIITUYHOI iHdopMalii TpyOHOro minNnpueMCTBA 3 BU-
KOPUCTAHHSIM Teopii rpadiB 1uist moTped yrpaBliHHS BUTpa-
TaMU Ha KOXHiil cTazii BApOOHUYOTO TpoLiecy.

Meroauka. TeXHOJIOTiUHI KapT¥u BUTOTOBJIEHHSI IPO-
NYKIi1, e 3a3HaYa€ThCs Mepesiik 000B’ I3KOBUX orepaltiii i
MapuIpyTU3alliss BUpOOHUYOTO Mpoliecy, OyJau BUKOpUCTA-
Hi U1 opraHizaiii 00JiiKy BUTpaT 3a ornepaliiHUMKU LEH-
TpaMM iX JIoKai3allii 3a JOIMOMOIOI0 eJIeMEHTIB KOMII 10-
TEPHOTO MOJEJIOBaHHs, a caMe Teopii rpadis. ¥ pobori
BUKOPHCTOBYBABCSI KOMILIEKC METOMIB MOCTiIXKECHHS, 110
BKJIIOYA€E aHaJli3 i HAYKOBUU CUHTE3 HAyKOBO-TEXHIUYHOT iH-
dopmalliii; TeOpeTUYHI JOCTIIKEHHS; METOAM MaTeMaTHUu-
HOTO I KOMIT'FOTEPHOTO MOJIETIOBaHHS, KOHCTPYKTOPCHKI
PO3pOOKH.

Pesyabratu. Tlpoiiec pospaxyHKy cobiBapTOCTi Mpea-
cTaBjJIeHUI opieHTOBaHUM Tineprpadom. KoxHiii TexHom0-
TivHili omnepallii CTaBUThCS Y BiITOBIAHICTh BepllMHa Tpada.
KokHili BepIIrHi CTaBUTHCS Y BiTIOBIIHICTh KiJIbKa B3aEMO-
MOB’SI3aHUX MITOK: BUIl TEXHOJIOTIYHOI OIllepallii; BaroBuii
KoedillieHT; BapTiCTh NMPSIMUX BUTPAT Ha BUKOHAHHSI OIepa-
11ii; BapTiCTh HENMPSIMHUX BUTPAT HA BUKOHAHHS OIepallii;
daxrop Butpat. [TouaTkoBuii cTaH rineprpada 3aJa€ThCsl 3a
JIOTTOMOTOI0 MOTO TTOYaTKOBOIO MapKyBaHHsI, 1110 BiNOBiIa€e
BCTaHOBJICHOMY MGy MapTii TpyO Ta ii Basi. [Tomganbiie Bu-

KOHaHHSI MapKOBaHOTO Tineprpada 31iiiCHIOETbCS 3a 1010~
MOTOIO 3aITyCKiB MO3BOJIEHUX BepInH. MapkyBaHHs Tpady
3aKiHYYEThCS, SIKILO MPU LIbOMY BUKOpPUCTaHa Bes iHbopMa-
1151 3 TEXHOJIOTIYHUX KapT TPYOHOI MPOaYKILii.

HaykoBa HoBu3HA. 3ampornoHOBaHa MOJE/b YIIPaBIiHHS
BUTpATaMH 3a OTepalliiHUMU LEHTPaMU, 1110 TO3BOJIUTD PO3-
NISATU cOOIBapTICTh TPYO, PiZHUX 32 TEXHOJIOTIEI0 BUPOOHU -
1uTBa. PekoMeHa0BaHO 31iliCHIOBATA paHKUPYBaHHS TPYOHOIL
MPOAYKILT B MeXaxX KOXHOI TEXHOJOTIYHO MOAiOHOI rpynu
IIJI1 €KOHOMIYHO OOTIPYHTOBAHOTO BiIHECEHHSI BUTPAT MiX
naprisMu Tpy0. 3anpornoHOBaHa MOJEJb Mpolecy 00poOKu
aHAJIITUYHOI iH(opMallii TpyOHOTO MiANPUEMCTBA 3 BUKO-
pUCTaHHSM Teopii rpadiB J103BOJUTH 3a0€3MEUUTU KEPiBHU-
LITBO IaHUMU 1OAO0 PO3Mipy COOIBapTOCTI KOXHOI OKpeMOi
naprii TpyOHOI MPOIYKIlii, CIIPUSITUME BIOCKOHAJIEHHIO TO-
psanKy ¢bopMyBaHHSI 3aMOBJIEHb 3 YpaxyBaHHSIM OTPUMAaHOI
iHdopMallii Ta J03BOJIMTh BHOCUTU HEOOXiTHI KOpEryBaHHS
i1 yac yXBaJIeHHSI YIIPaBIiHCbKUX PillleHb.

IIpakTyna 3HauumicTb. Po3paxyHOK BUTpAT 3a TEXHOJIO-
TIYHUMU OTEPALIiSIMU 1O03BOJISIE BUSIBUTU HANOLIbII BUTPATHI
3 HUX. MeHeIKMEHT MiANPUEMCTBA, CITUPAIOYNCH HA PE3YJIb-
TaTU PO3PaxyHKY, MA€ MOXJTUBICTb YIPABJISITH BUTPaTaMu Ha
Oynb-sIKili CTallii TEeXHOJOTIYHOTO npouecy. Takox Moaesb
NO3BOJISIE BUBHAUUTH OOCST BUTPAUECHOTO METAITY 32 KOXHOIO
TEXHOJIOTIYHOIO OMEpAlLi€lo, 1110 € aKTyaJbHUM JJIsS TPYOHUX
ninnpuemcts. [lomanbiili HAyKOBI PO3pOOKM Yy JaHOMY Ha-
NpsiMi JOLIBHO CIPSIMYBAaTM Ha MOKJIMBICTb YMpaBJliHHS
HEBUPOOHUYMMM BUTPATAMHU 32 JOMIOMOTOI0 EKOHOMIKO-Ma-
TEMaTUYHOTO MOJEJNIOBaHHS I ONTUMi3allil MmocTayasib-
HULIbKO-30yTOBOI MiSIIbHOCTI MiAMPUEMCTBA.

KirouoBi ciioBa: mpyona npodykuyis, micys 6UHUKHeHHS 8U-
mpam, A0Kanizayis eumpam, cobieapmicms, cinepepagp, modensp
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