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Purpose. To estimate the formation of insurance funds that can be used to solve problems and cover the structural components
of countering the financial crisis.

Methodology. In the research, the authors applied the method of simulation modeling, which allowed identifying several sce-
narios that can be implemented in formation of insurance funds with different coverage for companies of the mining and metal-
lurgical complex. In addition, a technique was used to construct the tree method, which suggests the multivariance of formation of
insurance coverage depending on the probability of occurrence of certain events.

Findings. This work provides a comparative analysis of bankruptcy models and ensuring financial stability of the enterprise for
the purpose of quality control of manufactured products. The authors of the article have developed a model that can serve as a
basis for the formation of intelligent decision-making process at a constant level of risk. The paper indicates that the main factor
of risk conditions formation is reduction in the cost of ensuring the safety of production processes, which generates secondary risk
in the conditions of enterprises of the mining and metallurgical complex.

Originality. The safety of the production process is determined depending on how significant the financial reserves of the en-
terprise should be to cover possible losses and, accordingly, the situation when financing of the enterprise will require additional
financial flow. In this situation, the current cash flows of the enterprise can be used and the peculiarities of reducing costs for ensur-
ing the safety of the production process are considered. In this work, this aspect is defined as a probabilistic one. Modeling finan-
cial stability is carried out with the consideration of the factor of ensuring the proper level of safety of the production process.

Practical value. The data obtained allows predicting payments not only from insurance funds of enterprises, but also from

other sources that affect the probability of bankruptcy or deterioration of financial condition of the enterprise.
Keywords: insurance funds, production costs, financial stability, financial crisis, the safety of the production process

Introduction. Based on the results of analysis of the experi-
ence of applying methods and models of anti-crisis financial
management processes in companies of mining and metallur-
gical complex, and also taking into account the research ob-
jectives and limitations, we can select the methods where the
key processes of anti-crisis financial management in the min-
ing and metallurgical companies will be used. We believe that
reducing the financial stability of mining and metallurgical
complex requires company management primarily to reduce
costs or otherwise optimize expenditures [1]. The main ways
for such a reduction on the part of management is usually to
reduce the cost of ensuring safety of the production process,
which in turn contributes to the formation of additional risk
[2]. Consequently, we consider the need to develop a model
that will take into account the need to stabilize the financial
condition of enterprises [3].

The main goals of identifying signs of financial crisis in
mining and metallurgical complex companies are to obtain an
impartial and accurate result, therefore, high classification and
forecasting properties of models are priority. At the same time,
it should be kept in mind that obtaining an effective model is
possible only if all the limitations, requirements and assump-
tions of the corresponding method were taken into account
[4]. For this reason, high demands to data characteristics often
serve as the greatest restriction for application of a certain
method in practice.

An essential condition for focusing on obtaining objective
result is the need to obtain a fixed structure of the developed
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models [5]. Since simulation results are used for decision
making, the multiplicity and inconsistency of simulation re-
sults may be considered a drawback [6]. In business practice,
usually, the use of low complexity methods is required, the
structure of which can be interpreted by managers and used
not only in identifying signs of financial crisis, but also in re-
sponding to and learning from the financial crisis. That is to
say, the models of crisis management financial processes must
be both transparent and relatively uncomplicated.

Methods. When designing anti-crisis financial manage-
ment, modeling methods were used that can be directly ap-
plied in responding to crisis events. Despite the fact that simu-
lation practice is widely used in general management practice,
the experience with using this kind of mathematical methods
in the area of crisis management of companies remains rather
limited.

Imitation modeling is one of the most effective means for
modeling business processes. Within its framework, several
groups of methods are distinguished, among which there is dis-
crete event modeling, agent modeling and system dynamics.
The main differences between them involve the approach to
accounting for the time factor: system dynamics considers time
in continuous form; other methods are discrete. Then, discrete
event modeling, as it can be understood from the name, is
based on transaction events that affect the change in certain
resources displayed in diagrams. Agent-based modeling made
it possible to build isolated active subsystems (agents) that act
in accordance with their own established rules, and, interacting
with other agents, shaping behavior of higher-level systems.

The analysis of enterprise management was based on the
method of system dynamics using studies of engineering con-
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trol, cybernetics and organizational theory. The first models of
system dynamics were associated with stocks management,
labor movement, market fluctuations. The main goal of system
dynamics models is to obtain a common understanding of the
functioning of system at the decision-making stage. For this,
an analysis of feedbacks in the system is used, which are pre-
sented in the models as feedback loops. Elements of these
loops are stocks and flows. Stocks (levels, reservoirs, and oth-
ers) characterize the accumulation of certain tangible or intan-
gible resources at a certain point in time, while flows demon-
strate the speed at which changes in reserves occur.

Using the mathematical apparatus of the method of sys-
tem dynamics was quite simple including provision for the
procedure of addition (subtraction) of flows. That is to say,
stocks can be represented as integrals, and flows — as differen-
tials. In the modeling process, differential equations (in case of
continuous time), or difference equations (in case of discrete
time) were used. Software typically uses numerical integration
algorithms, namely Euler’s scheme and Runge-Kutta scheme
with a constant step and for given initial parameters.

System-dynamic analysis and modeling make an excep-
tionally effective method for use in crisis management. Among
its advantages are: the ability to test effectiveness, flexibility
and stability of systems, as well as the ability to build monitor-
ing and detection systems; assistance in establishment of mea-
sures (policies) for crisis prevention and crisis response; as-
sessment of management decisions.

Results. Let us generalize the important characteristics of
the methods used in modeling of financial crisis management
processes (Table 1).

Taking into account the described criteria and characteris-
tics of methods and models, the most acceptable ones for use
in the study are as follows:

1. To build models to identify signs of financial crisis: sup-
port vector method (high accuracy, low data requirements,
fixed structure); decision trees (low data requirements, trans-
parent fixed structure of models, simplicity, medium accura-
cy) |7]; conditional probability models (high accuracy, trans-
parent fixed structure of models, relative simplicity, medium
data requirements) [8].

2. To build models for responding to financial crisis and
learning from the crisis: system dynamics (transparent struc-
ture, the ability to test alternatives, availability of tools to cre-
ate training systems).

The modeling process begins with making models to iden-
tify signs of financial crisis [9, 10]. The method of support vec-
tors. The support vector method may be used to classify enter-

prises in mining and metallurgical complex [11]. We describe a
typical classification problem in terms of the ideas of PAC
(Probably Approximately Correct-learning) machine learning
theory [12, 13]. The formal statement of the problem is based
on probabilistic assumptions. Let each case x presented for
training and verification be an element of some set Q (provided
by the field of Borelian sets) and be generated by some un-
known probability distribution P on Q. It can also be assumed
that the distribution of cases is independent and the same in
accordance with P.

Each of x cases has a label — appearance is a sign of be-
longing to a certain class (Li et al. 2013). Class labels form the
set D and are defined using unknown function ¢ € C of the
type x: Q — D called the concept: ¢(x) and label X. Let hypoth-
esis h = h, be constructed for some random sample S = ((x,,
c(x))), ..., (x5, ¢(x;))) generated by distribution P, which ex-
presses the belonging of objects X to the classes (subsets of Q)
generated by the unknown concept C. In this case, the error of
hypothesis / is defined as errp(h) = P{h(x) # c(x)}.

It is necessary to find such a hypothesis h for which the
probability of an event, which consists in the fact that the error
errp(h) is significant, remains small, or it can be argued that
the hypothesis 4 is probably approximately true. The degree of
approximation is quantified using the parameter &: inequality
errp(h) < & must be satisfied; the degree of probability is ex-
pressed by the level of confidence 3, that is, inequality errp(h) <
< & must be satisfied with a probability of no less than 1 — 4.
Algorithm A reconstructs the class of concepts C using the hy-
pothesis class A if, for an arbitrary concept ¢ € C and for any
probability distribution Pon cases x, and for arbitrary e € (0, 1/2)
and 8 € (0, 1/2), the following is true:

1. Algorithm A receives a training sample in form of input
data; the sample consists of random (x, c¢(x)), independently
and equally distributed over p, the number of which polyno-
mially depends on 1/¢ and 1/8.

2. Algorithm A4 produces function 4 as the result, for which
errp(h) < € has a probability of at least 1 — 3.

In this case, the class of concepts C is PAC-learnable. In
the modern statistical theory of machine learning, the formu-
lation of the given problem is widespread without using the
concept. Instead, it is assumed that pairs (x, y) of objects X' and
their markers y are the same and independently distributed in
accordance with a certain unknown probability distribution P
on the set O x D. It is assumed that the sample S'= ((x;, y)), ...,
(x;. y))) is generated by a source, the basic assumption about
which lies in the fact that for the pairs (x, y), or for the space
Q x D, the probability distribution P is given, and the pairs

Table 1
Comparison of the characteristics of methods and models
Possibility of use
Mt sy | e | Foed | T | compiny | (Dt deection
Tr. — training)
Classic Statistical Single Variable Models Low Low Yes Yes Low Det./Reg.
Methods Index models Low Low Yes Yes Low Det./Reg.
Multiple discriminant analysis High High Yes Not Average Det./Reg.
Conditional Probability Models High Average Yes Yes Average Det./Reg.
Al Methods Artificial Neural Networks High High Not Not High Det.
Decision trees Average | Average Yes Yes Low Det./Reg.
Evolutionary algorithms Low Average Not Yes Average Det./Reg.
Approximate Set Method Low Average Not Yes Average Det./Reg.
Support Vector Method High Low Yes Not High Det
Reasoning from past observations | Average Low Yes Not Low Det/Tr.
Simulation modeling | System dynamics Low Average — Yes Average Det./Reg/Tr
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(x;, ¥;), forming the sample S, are equally and independently
distributed. Accordingly, for the set (Q x D)’ the probability
distribution is given as P’ = Px Px ... x P.

A classification rule or function (hypothesis) is a function
of type h: Q — D that divides elements x; € X into several class-
es. The function h can also be called the classifier, or decision
rule. In this case, the binary classification D = {-1, 1} will be
considered (presentation option D = {0, 1} can also be used),
and the function is called the indicator function. Then the
whole sample S is divided into two subsamples: S* = ((x;, »)) :
:y;= 1) — positive cases and negative cases

h(x)z{l,f(x)w'.

-1

Let us describe in more detail the construction of the clas-
sifier based on the support vector method. The classification
problem based on support vector method is to find the optimal
dividing hyperplane in the space of features of high dimension.
In this case, optimality is understood as minimization of upper
estimates of the probability of generalization error (predic-
tion). In most cases studied classes of observations cannot be
separated without any direct mistakes, therefore let us envisage
the procedure of constructing a support vector for an undi-
vided case. Let the training sample consist of N pairs (x,, y,),
(X2, ¥2)5 .., (Xn, Yn), Where x € R", y; € {—1, 1}. The hyperplane
is defined as

xf(x)=x"B+b=0,

where f is a unit vector (|| ]| = 1). In this case, the classification
rule induced by the function f{x) will be as follows

G(x) =sing(x"B + b).

The function f(x) allows us to get the distance with a sign
from the point to hyperplane f(x) = x’B + b = 0. If the classes
are shared, we can find the function f(x) = x"B + b and y, f(x; >
>0V i). Hence, it is possible to find a hyperplane that provides
the largest boundary between observations and the training
sample for classes 1 and —1. The described problem corre-
sponds to the optimization problem

max M
0|1

On condition y,.(xl.TB-rb) >M,i—-1,...,.N where the norm
restriction B is omitted and M = 1/||B|.

The strip, or the border, is located at a distance of M units
on both sides of the hyperplane and has a width of 2M. It is
more convenient to present the described problem in form

min[p].

B.b

provided that ¥, (x,-TB+b >1,i=1,...,N where the norm { re-
striction is omitted, and M = 1/|B|. There are two ways in
which we can modify the boundaries of the shared case

yi(xIB+b)=M-¢,

or
yi(xIB+b)= M(1-¢)),

N
where Vig; 20, z&,i <C (Cissome constant).
i=1
The value & in restriction y; (x,T B+ b) =M (1 - E_,,) is pro-
portional to the amount by which the predictions using hyper-
plane f (x,.) =x/B+b “enter” on the wrong side. So, by limit-
ing the amount Z&i, the total relative spacing of incorrect
predictions is limited. The classification is false if §; > 1, there-
fore, limiting the sum ZE_,, to a certain value of K allows us to

limit the number of learning errors K. In the shared case, we
can omit the restrictions on the norm 8 by defining M = 1/||B ||
and writing the initial optimization problem in the equivalent
form

min |,

according to conditions. From the formed problem it follows
that observation

£20,>¢<C

within the class does not play much role in determining the
constraints (this significantly distinguishes the support vector
method from discriminant analysis). The solution to this opti-
mization problem is done using the Lagrange multipliers. To
simplify the calculations, it is appropriate to use the equivalent
form of the problem

{y,(xiTB+b)21—E_,,Vi

min L [pf +C3e
Bb 2 i=1 :

In conditions §&;>0, yi(xiTB-rb)Zl—&iVi where C is a
constant (in the shared case C = ). The Lagrange function
has the form

Lol o, o 3
Lp=5 Bl + €8-S [ (/B +0)-(1-8)]-Tws,
i1 i1 =l

and should be minimized by B, b, &;. Equating the correspond-
ing derivatives to zero, we obtain

N
B:Zaisypxi;
i=1
N
b:za,"y[;
i=1
o, =C—,Vvi,

where a;, w, & >0 V i. The dual optimization problem has the
form

N &N
— 2 T
L,= E Q; 3 E 2 O O Y VX X

i=1 i=11i'=1

It represents the lower boundary of the objective function.

N

Maximization L under conditions 0 < o; < Cand Zai y;=0.
il

In addition, restrictions should be included in accordance

with the conditions of Karush-Kuna-Tucker

ai(yi(xl.TB+b)—(l—§i)):O;
;8 =0;
yi(xIB+b)—(1-¢,)>0,
fori=1,..., N. The above equations uniquely characterize the

solutions of direct and dual problems. The solution for B is
written as follows

N
p= z&iyixia
il

only for those i, which are corresponding to yi(x,T B+b)—
—(1—E_,i)20, (&i ¢0). These observations are called refer-

ence vectors, since B is completely described by them. Among
the reference vectors, some observations are placed directly on

the edge of the border (%, =0;0<0, SC), and others — not
(%i >0;0; :C).
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In the described procedure, C acts as a parameter, the set-
ting of which allows us to change the “tolerance” of the bor-
der, and, consequently, regulate the probability of retraining
the reference vector model. Nonlinear constraints of the origi-
nal feature space can be turned into linear constraints in the
extended feature space. They permit to obtain high accuracy of
separation. Choosing basic functions #4,,(x) m = 1,...M, the
procedure for searching support vectors can be reduced to the
previous one. Using input features, A(x;) = (h,(x;), hy)(xy), ...,

hy(x,)), i=1,...,N, nonlinear function f(x) = h(x)T B+b can
be built. Furthermore, the classifier function, as in previous
case, has the form G(x) = sign(f(x)).

The optimization problem can be submitted in a special
form, which involves using of scalar product of input features
(this is done by the transformation of vectors of input features
h(x;)). In this case, the dual form of Lagrange function has the
form

N 1 N N
LD = ZI:(XI» —Ezza,‘ai'yiyi’ <h(xi)’h(xi' )>

i=li'=1

The solution can be represented in the form

f(x)=h(x)TB+bga,yi<h(x),h(xi)>+b.

Using the given value, a,;, b we can calculate by solving the
above expression y; f(x;) = 1 for any x; for which 0 < a; < C.
Transformation /(x) does not need to be defined with a kernel
function

K(x, x') = (h(x), h(x')),

with the help of which the scalar values are calculated in the
transformed feature space. The function K must be symmet-
ric, positive definite (partially or completely). For example, we
can use the polynomial function of the kernel of the second
degree with two input features X, and X,. Then

K(XX)=(1+(X.X)) =(1+ X, X0+ X,X5) =

= 12X, X+ 2X0X) + (X, X))+ (XX ) +2X, XX, X

That is, M = 6 and, if we place h(X) = 1, /(X )=~2X,,

hy(X)=N2X,, b (X )= X2 b (X )= X3, 1 (X ) =N2X,X,, the
function K(X, X') = (h(X), h(X')). Then the solution to the op-
timization problem can be written as

A

()=

A

&,yil((x,x[)+b.

™=

i=1

The high value of the parameter C does not allow for large
positive values &;, by increasing probability by adjustment of
sample model under study. On the other hand, a low value of
C decreases the value |B|, and consequently makes the func-
tion more equal. In the modeling process using the support
vector method, we shell use the software RapidMiner Support

Vector Machine method. When building models, it is neces-
sary to determine the type of the core function of support vec-
tors, as well as corresponding parameters. The theory of
choosing the optimal value of the parameters of kernel func-
tions for the support vector method is limited; therefore, in
applied research, their enumeration is normally used.

To assess the accuracy of the models, we are going to use
the error matrix for typical classification problem. The bank-
rupt class corresponds to the value of the label “1”, the class of
financially healthy companies — “0”. Table 2 shows the most
common indicators of the classification properties of mo-
dels — accuracy, sensitivity and specificity, as well as formulas
for their calculation.

In the modeling process, we are going to apply the proce-
dure of 10-fold cross-validation. At the same time, the existing
sample will be randomly divided into 10 subsamples, 9 of
which become training ones, and one — the control sample;
the process will be repeated 10 times. This allows us to get av-
erage simulation results and reduce the risk of relearning. It is
also important that the random formation of subsamples oc-
curs using stratified formation of subsamples, which allows us
to take into account the imbalances between classes. In addi-
tion to using cross-validation, the modeling process also in-
cludes built-in data scaling and value balancing for incorrect
classification of disproportionate classes.

In order to prepare data for the simulation sampling pro-
cessing was performed consisting of encoding outcasts and
missing data again. It is worth noting that the simple exclusion
of companies with a significant number of data gaps and limit
values of indicators is not reasonable. That is why indicators
whose values were outside the 70" and 90" percentiles were
identified as outcasts. At the same time, outcasts were evaluat-
ed separately within the groups of financially healthy enterpris-
es of the mining and metallurgical complex and enterprises of
the mining and metallurgical complex that ceased operations
in order to avoid data averaging [14]. If the identified outcast
had a value less than the 70" percentile, its value was replaced
by the value of percentile; if the outcast was above the 90™ per-
centile, its value was limited to this percentile. Data gaps, which
were mainly associated with the uncertainty of indicator values
(division of zero by zero), were replaced by the median.

It can be stated that the relationship of signs with the indi-
cator of well-defined class has changed after elimination of
outcasts, because none of the ten most relevant variables coin-
cides. Due to the fact that there is no certainty that the elimi-
nation of outcasts eliminated some of the important informa-
tion on the activities of the mining and metallurgical complex,
we will try to form sets of uncorrelated variables based on both
lists of indicators obtained. Calculate pairwise correlations be-
tween the indicators for both signs of lists (Table 3).

We will perform modeling on the basis of the generated
sets of variables with kernel functions — a scalar multiplication
K(x;, x;) = xx; (x;, x; is a pair of attributes), a polynomial K(x;,
x;) = (xpx; + 1)¢ (d — degree of a polynomial), a radial basis

2
function K (x,-,x ; ) = e'hil (y >0 is free parameter). For sca-
lar product we will vary the values of C and parameters (the
first of them shows the ratio between the complexity of the

Table 2

Error matrix

Observation

Classification

0 (financially healthy company)

1 (bankrupt, crisis company)

0 (financially healthy company) a (true negative)

b (type I error , false negative)

1 (bankrupt, crisis company)

¢ (type Il error , false positive)

d (true positive)

Classification accuracy indicator by classes

Specificity (a/(a + ¢))100 %

Sensitivity (d/(b + d)) 100 %

General Accuracy Model

Accuracy ((a +d)/(a+b+c+d))100 %
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Table 3

Paired correlations between indicators

Indicators Indicators
[C+CFI+R]/TA | CFO/S E/S E/TL 1l/|C+ CFI+ LTFI| | NS/TA OR TL/TA | WC/S
Original sample

[C+ CFI+ R]/TA 1.000 0.044 | —0.007 0.077 0.193 0.231 0.182 | 0.196 | 0.090
CFO/S 0.044 1.000 | —0.465 -0.075 0.071 0.061 | -0.009 | 0.058 | —0.521

E/S -0.007 —-0.465 1.000 0.071 —0.059 -0.294 | 0.020 | 0.146 | 0.908

E/TL 0.077 -0.075 | 0.071 1.000 —0.013 —0.172 | 0.943 | -0.212 | 0.071
11/|C+ CFI+ LTFI| 0.193 0.071 | -0.059 —0.013 1.000 0.101 0.027 | 0.207 | -0.043
NS/TA 0.231 0.061 | —0.294 —-0.172 0.101 1.000 | —0.101 | 0.163 | -0.155

OR 0.182 —0.009 | 0.020 0.943 0.027 —-0.101 | 1.000 | —0.124 | 0.059
TL/TA 0.196 0.058 0.146 —0.212 0.207 0.163 | —0.124 | 1.000 | 0.154
wcys 0.090 —0.521 | 0.908 0.071 —0.043 —0.155 | 0.059 | 0.154 1.000

Processed selection
Indicators [C+CFI+R]/TA| C/TA | CL/TA | E/TA | GP/E CFO NI/TA | RE/TA | TD/TA PR

[C+ CFI+ R]Growth 1.000 0.083 0.273 | -0.251 | 0.100 0.132 0.111 0.001 | -0.016 | 0.042
C/TA 0.083 1.000 0.097 | -0.426 | 0.629 -0.046 0.109 | 0.086 | —0.003 | 0.074
CL/TA 0.273 0.097 1.000 | -0.749 | 0.245 —0.005 —0.128 | =0.095 | 0.212 | 0.009
E/TA —0.251 -0.426 | -0.749 | 1.000 | —0.648 0.025 0.059 | 0.074 | -0.261 | —0.118
GP/E 0.100 0.629 0.245 | —-0.648 | 1.000 0.006 0.173 0.027 | 0.087 | 0.166

CFO 0.132 -0.046 | -0.005 | 0.025 | 0.006 1.000 0.107 | 0.093 | 0.047 | 0.067
NI/TA 0.111 0.109 | —0.128 | 0.059 | 0.173 0.107 1.000 | 0.564 | 0.022 | 0.138
RE/TA 0.001 0.086 | —0.095 | 0.074 | 0.027 0.093 0.564 | 1.000 | —0.007 | 0.094
TD/TA -0.016 -0.003 0.212 | -0.261 | 0.087 0.047 0.022 | -0.007 | 1.000 | -0.020

PR 0.042 0.074 0.009 | -0.118 | 0.166 0.067 0.138 | 0.094 | -0.020 | 1.000

model and the error value, the second — determines the level
of accuracy of the approximate function for imposing addi-
tional forfeit (y,(x"B+ b) > 1 - &, —¢, £;> 0, € > 0); the greater
is &, the smaller are the reference vectors in the model). Ta-
ble 4 demonstrates the simulation results.

We are going to build models using a complex algorithm
for selecting features, namely, the algorithm of minimum re-
dundancy — maximum relevance with additional consider-

Table 4

Characteristics of models of support vectors built on sets
of signs No. 1-4

> > -
k= £ =
Set of Kernel function & = S
attributes, E = £
N parameters 3 iz 3
0. =% ) 9
n' R R < X
1 Scalar multiplication, 92.04 53.85 89.12
C=0.1,£=0.1
Polynomial, 88.54 80.77 87.94
C=1,d=3
Radial basis function, 90.45 80.77 89.71
C=1,y=0.25
2 Radial basis function, 92.04 80.77 91.18
C=5,y=0.2
3 Radial basis function,
C=0.1,7=0. 58.92 88.46 61.18
4 Radial basis function,
C=1,y=0. 71.02 92.31 72.65
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ation for the change in the importance of characteristics be-
tween years. At the same time, we will use processed samples,
because previous modeling results indicated high performance
of the models in which data with remote outcasts were used.
The method that was used consists in simultaneously taking
into account both the relevance of the features and the rela-
tionship between them. The method of minimum redundan-
cy — maximum relevance involves a sequential search (addi-
tion)attribute in the set S according to the criterion

max
FASON

F(zf,y>—|§z|c<zﬂz,->| ,

zeS

where z; and z; are the i and j" attributes; y is the class label;
Qg is the initial set of attributes from which already selected
attributes are removed; F(g;, ¥) is a measure of relevance; is the
power of the set of selected features; |c(z;, zj)I is the absolute
value of the pairwise measure of redundancy of the current at-
tribute with the already selected ones. In case of continuous
distribution of attribute values and the nominal class label,
F-statistics are used as a measure

F=(a)=| Zn(a)-2/(k-1) | fo

where n, is the size of the class k; Z; is the average value in the

k™ class; z; is the average value of the attribute z; o =

= (Zk(”k —1)0,2( )/(n—]() is general variation ((o? is varia-

tion of class k); K is the number of classes.
Table 5 shows the results of the selection of features by the
method of minimum redundancy — maximum relevance.
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Table 5

Definition of a list of features (variables) using the method
of minimum redundancy — maximum relevance

parameters of selected models for each of the sets of variables
are given in Table 10.

As it can be seen from Table 10, the application of super —
discretization of the class of enterprises of the mining and

Year metallurgical complex in the sample allowed us to obtain ref-
2018 2019 erence vector models with the best classification accuracy in-
CiCEL RS CiCFLRUS dicators. The effect of sub-discretization turned out to be am-
[C+ +Rl/ [C+ + R/ biguous: there was some deterioration in the characteristics of
C/CL C/CL the models in the first four sets of variables; nevertheless, in
CA/S CFO/TL the rest sets, an increase in overall accuracy was obvious.
EGr EBIT/TA Though, rather high values of the parameter C may indicate
the probability of retraining models on sets of variables.
GRGr E/TL .
Conclusions. The constructed models of support vectors
[C+ CFI+ R]/NIR FPGr demonstrate high classification and predictive accuracy.
NI/S [C+ CFI+ R]/NIR The use of improved feature selection algorithm made it
TD/TA NI/S possible to obtain models with the best classification charac-
teristics, while sub-discretization and super-discretization of
wcC/S OR . . .
classes helped to increase the levels of sensitivity and overall
PR weys accuracy in most models.
Table 6
Paired correlations between indicators after data processing
Indicator
Indicator [C+ CFI+ R)/S C/CL GPGr [C+ CFI+ Rl/NIR NI/S WwS/S
2018
[C+ CFI+R]/S 1.000 —-0.118 —0.129 —-0.002 —0.425 0.916
C/CL —0.118 1.000 0.210 —-0.133 0.053 -0.136
GPGr -0.129 0.210 1.000 —-0.119 0.100 —-0.149
|C+ CFI+ R]/NIR —-0.002 —-0.133 —-0.119 1.000 —0.033 0.002
NI/S -0.425 0.053 0.100 -0.033 1.000 —-0.499
wcC/S 0.916 -0.136 —-0.149 0.002 —0.499 1.000
2019
|C+ CFI+R]/S 1.000 -0.153 -0.162 0.769 —-0.339 0.835
C/CL —-0.153 1.000 0.119 -0.116 0.083 -0.204
GPGr -0.162 0.119 1.000 —-0.082 0.165 —-0.138
[C+ CFI+ R]/NIR 0.769 —-0.116 —0.082 1.000 —-0.210 0.552
NI/S -0.339 0.083 0.165 -0.210 1.000 —-0.415
wc/s 0.835 -0.204 —-0.138 0.552 —-0.415 1.000
Table 7

As it can be seen from Table 5, among the 10 most impor-
tant attributes in two years, there are 6 joint pairs. Make sure
that there are no high pair correlations between the attributes.
Table 6 shows the correlation matrix for the indicated features

There are high pair correlations between the selected indi-
cators. The indicator WC/S is present in the largest number of
correlated pairs NI/S have high correlations with other indica-
tors. Table 7 shows additional sets of uncorrelated variables for
modeling. Table 8 shows the simulation results based on a set
of indicators No. 5—7 using the polynomial and radial basis
functions of the kernel.

Models constructed on the basis of sets of attributes deter-
mined by the method of minimum redundancy — maximum
relevance have better classification characteristics than models
based on sets No. 1-3. Given the disproportionality of the
classes of insurers, we apply and compare the procedures of
super-discretization and sub- discretization to the sample and
analyze the changes in the characteristics of the reference vec-
tor models. In this case, we use the radial basis function of the
kernel, and also use the Optimize parameters (Grid) software
function, which allows us to iterate over the selected parame-
ters within certain limits and get the best model from the posi-
tion of the accuracy criterion. Parameters and their boundar-
ies are given in Table 9. The classification characteristics and

Sets of features (variables) for modeling

Indicators
|C+ CFI+ R]/S; C/CL; GPGr; |C+ CFI+ R]/NIR
C/CL; GPGr; [C+ CFI+ R]/NIR; NI/S
C/CL; GPr; |C+ CFI + R|/NIR; WC/S

Set, No.

Table §

Characteristics of models of support vectors built on sets of
indicators No. 5—7

<} = = =
B Z & = 8
3 4 Kernel function parameters ”-:5 = 5
w2 (5] =] Q
3 Gw | dw| 2w
5 | Polynomial, C=5,d=0.5 84.39 | 96.15 | 85.29
Radial basis function, C=1,y=125 | 90.13 | 96.15 | 90.59
6 | Radial basis function, C=1,y=0.75 | 87.58 | 96.15 | 88.24
7 | Radial basis function, C=1,y=0.75 | 89.17 | 96.15 | 89.71
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Table 9
Characteristics of the parameter search function
Minimum | Maximum | Number
Parameter Scale
values values of steps
Y 0.1 5 49 linear
C 0.001 10.000 7 logarithmic
Table 10

Classification characteristics and parameters of the selected
models of support vectors

Accuracy indicators
A set of features, type and = =2 .
Sample parameters of the kernel g E §
function i3 G 5
2el5eld
AR | ;¥R | <
No. 1, radial basis function, 99.04 | 100.00 | 99.52
y=2.8,C=10000
No. 2, radial basis function, 98.73 | 100.00 | 99.36
y=4.6, C=100
E No. 3, radial basis function, 93.31 | 100.00 | 96.65
g y=4.6,C=10
g No. 4, radial basis function, 96.50 | 100.00 | 98.25
2 y=4, C=10000
§_ No. 5, radial basis function, 98.41 | 100.00 | 99,20
& |y=2,C=10000
No. 6, radial basis function, 98.41 | 100.00 | 99,20
y=4.4,C=10000
No. 7, radial basis function, 98.73 | 100.00 | 99.36
y=3.1,C=100
No. 1, radial basis function, 76.92 | 80.77 | 78.85
y=2.8,C=10000
No. 2, radial basis function, 84.62 | 73.08 | 78.85
y=4.6, C=100
g No. 3, radial basis function, 53.85 | 92.31 | 73.08
2 y=4.6,C=10
N
° No. 4, radial basis function, 80.77 | 73.08 | 76.92
2 y=4, C=10000
S
_g No. 5, radial basis function, 96.15 | 100.00 | 98.08
iz y=2.0, C=10000
No. 6, radial basis function, 96.15 | 100.00 | 98.08
y=4.4,C=10000
No. 7, radial basis function, 96.15 | 100.00 | 98.08
y=3.1,C=100

The best models among the constructed ones in terms of
accuracy were: the models based on the initial sets of vari-
ables — a reference vector model using a set of features No. 7.

Another difference from the previous method is that when
constructing decision trees, the relevant characteristics are au-
tomatically determined, thus the procedure for their prelimi-
nary selection is optional. Nonetheless, in this study, decision
trees will be built on the previously proposed sets of variables
in order to compare the results of different models.

References.
1. Zvo, J., Zhao, Z., Xia, B., Zillante, G., & Pan, Z.-Y. (2015).
Sustainability reporting in construction contractors. In:
D.Yang & Y. Qian (Eds.), Proceedings of the 18" International
Symposium on Advancement of Construction Management and
Real Estate, (pp. 341-348). Berlin: Springer Berlin Heidelberg.
https://doi.org/10.1007/978-3-642-44916-1_34.

2. Ayres, R. U. (2017). Gaps in mainstream economics: ener-
gy, growth, and sustainability. In S.Shmelev (Ed.), Green
Economy Reader: Lectures in Ecological Economics and Sus-
tainability, (pp. 39-53). Cham: Springer International Pub-
lishing. https://doi.org/10.1007/978-3-319-38919-6_3.

3. Shatokha, V. (2016). The sustainability of the iron and steel
industries in Ukraine: challenges and opportunities. Journal of
Sustainable Metallurgy, 2(2), 106-115. https://doi.org/10.1007/
s40831-015-0036-2.

4. Chattopadhyay, S., & Chattopadhyay, D. (2019). Coal and
other mining operations: role of sustainability. In R. A. Meyers
(Ed.), Encyclopedia of Sustainability Science and Technology,
(pp. 1-25). New York: Springer New York. https://doi.
org/10.1007/978-1-4939-2493-6_864-4.

5. Flores, R. G. (2019). A sustainable CSR instrument for the
Brazilian mining sector. In C. Stehr, N. Dziatzko, & F. Struve
(Eds.), Corporate Social Responsibility in Brazil: The Future is
Now, (pp. 347-366). Cham: Springer International Publishing.
https://doi.org/10.1007/978-3-319-90605-8 _17.

6. Seshan, A., & Gorain, B.K. (2016). An integrated mining
and metallurgical enterprise enabling continuous process opti-
mization. In V.I. Lakshmanan, R.Roy, & V.Ramachandran
(Eds.), Innovative Process Development in Metallurgical Indus-
try: Concept to Commission, (pp. 203-242). Cham: Springer
International Publishing. https://doi.org/10.1007/978-3-319-
21599-0_11.

7. Rachwat, M., Wawer, M., Magiera, T., & Steinnes, E.
(2017). Integration of soil magnetometry and geochemistry
for assessment of human health risk from metallurgical slag
dumps. Environmental Science and Pollution Research,
24(34), 26410-26423. https://doi.org/10.1007/s11356-017-
0218-5.

8. Sozinova, A.A., Burtseva, T.A., Fokina, O.V., Gra-
bar, A.A., & Tufyakova, E.S. (2019). The concept of indus-
trial enterprises’ economic development amid the global fi-
nancial and economic crisis. In E. G. Popkova (Ed.), The Fu-
ture of the Global Financial System: Downfall or Harmony,
(pp. 1085-1093). Cham: Springer International Publishing.
https://doi.org/10.1007/978-3-030-00102-5_114.

9. Kaufman, B. (2018). Anthropology of metallurgical design:
a survey of metallurgical traditions from hominin evolution to
the industrial revolution. In B. Kaufman & C. L. Briant (Eds.),
Metallurgical Design and Industry: Prehistory to the Space Age,
(pp. 1-70). Cham: Springer International Publishing. https://
doi.org/10.1007/978-3-319-93755-7_1.

10. Storozh, Ya., Kruzhilko, O., Maystrenko, V., & Poluka-
rov, O. (2018). Information and analytical support improve-
ment for production risk assessment. In Resources and Re-
source-Saving Technologies in Mineral Mining and Processing
Industry: Multi-Authored: monograph, (pp. 16-37). Petrosani:
Universitas Publishing.

11. Geng, Y., Liu, Z., Xue, B., Dong, H., Fujita, T., &
Chiu, A. (2015). Emergy-based assessment on industrial sym-
biosis: a case of Shenyang economic and technological devel-
opment zone. Environmental Science and Pollution Research,
21(23), 13572-13587. https://doi.org/10.1007/s11356-014-
3287-8.

12. Intima, D. P. (2017). Sampling plan for quality monitoring
of suppliers of the sanitation sector. Periodico Tche Quimica,
14(27), 39-43.

13. da Silva, E.J., & Gouveia, R.M. (2020). Practices on
cleaner production and sustainability. In Cleaner Production:
Toward a Better Future, (pp. 247-280). Cham: Springer Inter-
national Publishing.  https://doi.org/10.1007/978-3-030-
23165-1_7.

14. Gendler, S.G., Grishina, A. M., & Samarov, L.Y. (2019).
Assessment of the labour protection condition in the vertically
integrated coil companies on the basis of risk-based approach
to analysis of industrial injuries. In /nnovation-Based Develop-
ment of the Mineral Resources Sector: Challenges and Pros-
pects — 11" conference of the Russian-German Raw Materials,

ISSN 2071-2227, E-ISSN 2223-2362, Naukovyi Visnyk Natsionalnoho Hirnychoho Universytetu, 2020, N2 3 143


https://doi.org/10.1007/978-3-642-44916-1_34
https://doi.org/10.1007/978-3-319-38919-6_3
https://doi.org/10.1007/s40831-015-0036-2
https://doi.org/10.1007/s40831-015-0036-2
https://doi.org/10.1007/978-1-4939-2493-6_864-4
https://doi.org/10.1007/978-1-4939-2493-6_864-4
https://doi.org/10.1007/978-3-319-90605-8_17
https://doi.org/10.1007/978-3-319-21599-0_11
https://doi.org/10.1007/978-3-319-21599-0_11
https://doi.org/10.1007/s11356-017-0218-5
https://doi.org/10.1007/s11356-017-0218-5
https://doi.org/10.1007/978-3-030-00102-5_114
https://doi.org/10.1007/978-3-319-93755-7_1
https://doi.org/10.1007/978-3-319-93755-7_1
https://doi.org/10.1007/s11356-014-3287-8
https://doi.org/10.1007/s11356-014-3287-8
https://doi.org/10.1007/978-3-030-23165-1_7
https://doi.org/10.1007/978-3-030-23165-1_7

(pp. 507-514). Routledge, Potsdam. Retrieved from https://
www.routledge.com/Innovation-Based-Development-of-
the-Mineral-Resources-Sector-Challenges/Litvinenko/p/
book/9780367077266.

Crpartudikanis BUTpaT cCTPaXoBUX
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BUPOOHHYOTO MPOLECY
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1 — HauioHanpHuii TeXHIYHUH YHiBepcuTeT YKpaiHu «KuiB-
CbKUI MOMITeXHIYHUI iHCTUTYT iMeHi Iropst CikopchbKoro»,
M. KuiB, Ykpaina, e-mail: polukarov@kpi.com.de

2 — JlepxaBHa yctaHoBa «HalioHaabHMIT HAyKOBO-IOCITiI-
HUM IHCTUTYT MPOMUCIOBOI OE3MeKM Ta OXOPOHU TIpalli»,
M. KuiB, Ykpaina

Merta. OuiHka nopsiaky ¢hbopMyBaHHSI CTPaXoBUX (POHIB,
110 MOXYTh 3aCTOCOBYBATHCS [UTSI BUPIIIIEHHST TIPOOJIEM i TT0-
KPUTTS CTPYKTYPHMX CKJIAAOBUX MPOTUAIT (hiHAHCOBII KpH3i.

MeTtoauka. Y [OCiIXEHHI aBTOPU 3aCTOCOBYBAIU Me-
TOJ, iMITalliifHOrO MOJEJNIOBaHHS, 110 JT03BOJUB BUSBUTU
KiJIbKa clieHapiiB, sIKi MOXYTb OyTU 3AilicCHeHI TIpu popmy-
BaHHIi cTpaxoBux (hDOHAIB 3a pPi3HOTO MOKPUTTS 3 OOKY KOM-
naHiii TipHUYO-MeTalypriiiHoro Komruiekcy. JlomaTkoBo
BUKOPMCTaHAa METOAMKA MOOYAOBU METOIY JAEpeB, 11O Ie-
pendayae baraToBapiaHTHICTh (POPMYBaHHSI CTPAXOBOTIO MO~
KPUTTSI B 3aJIEXKHOCTI BiJl iIMOBIpHOCTiI HAaCTaHHSI TIEBHUX T10-
I,

PesyabTaTu. ¥ po6oTi peanioBaHO MOPiBHSUIBHUI aHa-
JIi3 MojieJieil 0aHKPYTCTBa i 3a06e3neueHHsI (piHaHCOBOI CTili-
KOCTi MiAMPUEMCTBA [IJIs 11iJIeil KOHTPOJIIO SIKOCTi BUpoOJie-
HOI TIpOAyKIii. ABTOpaMu CTaTTi po3pobJieHa MOIENb, 110
MOXe€ CJIYXKUTH OCHOBOIO 1J1s1 GOPMYBaHH$I iHTEJEKTyaTbHO-
TO TPOIIECY MPUUHSITTS PillleHb 3a MOCTIITHOTO PiBHST PU3U-
Ky. Y poOOTi BKa3yeThCsl, 1110 OCHOBHUI (DaKTOp BUHUKHEH-
HST pU3MKOBUX YMOB — 3HIDKEHHSI BUTPAT Ha 3a0e3meueHHs
0e3neKu BUpOOHUYHMX MPOLIECiB, 110 B YMOBaX IMiANPUEMCTB
TipHUYO-MEeTaTyprilfHOTO KOMIUIEKCY TOPOKYE BTOPUH-
HUUN pU3KK.

Haykosa HoBu3Ha. € B TOMy, 1110 Oe31eKa BUPOOHUYOTO
npolecy BU3HaUeHa B 3aJI€XKHOCTI Bijl TOT0O, HACKiJIbKU 3Ha-
YHUMU TTOBUHHI OyTH (piHAHCOBI 3aracy MiAIPUEMCTBA IS
TMOKPUTTS MOXJIMBUX 30MUTKIB i, BiAMOBIAHO, BUHUKHEHHS
cuTyallii, Koiu ¢iHaHCYBaHHS TANPUEMCTBA BUMaraTume
JIOAaTKOBOTO (hiHAHCOBOTO MOTOKY. Y il CUTYyallil MOXYTb
OyTU BUKOPUCTAHI MOTOYHI IPOIIOBI MOTOKM MiANPUEMCTBA
Ta BpaxoBaHi OCOOJMBOCTI 3HMKEHHSI BUTpAT Ha 3abe3re-
YyeHHs 0e3MeKr BUpOOHUYOTO Ipoliecy. ¥ poOoTi taHuii ac-
MEeKT BU3HAYAEThCA SIK iMOBipHicHMI. MonentoBaHHS (}i-
HAHCOBOI CTIMKOCTI MPOBOAUTHCS 3 ypaXyBaHHSM hakTOpa
3a0€3MeYeHHs HAJIeXKHOTO piBHS 0e3neKu BUPOOHUYOro
mpolecy.

IIpakTtnyna 3naummictb. OTpuMaHi [aHi J03BOJSIOTH
MPOTHO3YBATH BUILJIATU HE TiJIbKU 3i CTpaxoBUX (POHMIIB Mii-
MPUEMCTB, aJie TAaKOX i 3 IHILIMX JIKepeJI, 110 3a4inaloTh iMO-
BipHiCTh OAHKPYTCTBA a00 MoripuieHHs (DiHAHCOBOIO CTaHY
MiANpUEMCTBA.

KurouoBi ciioBa: cmpaxosi oonou, eupobruui sumpamu, ¢i-
Hancosa cmilikicms, @inancosa kpusa, 6e3neka GUpOOHUHOO

npouecy
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NPOU3BOACTBEHHOIO Mpouecca

A. U. IHoaykapos', H. A. Ipaxosuux', 0. A. [Toaykapos',
O. E. Kpyscunxo®, I. B. lemuyk!

1 — HauuoHanbHBII TEXHUYECKUII YHUBEPCUTET YKpauHbI
«KueBckuii monurexHuyeckuit UHCTUTYT umeHu Urops Cu-
Kopckoro», T. Kues, YkpanHa, e-mail: polukarov@kpi.com.de
2 — Tl'ocynapcTBeHHOE yupexneHue «HaunoHaabHbIH Hayu-
HO-MCCIIeIOBaTeNbCKUI MHCTUTYT TMPOMBILUIEHHOW 0€30-
IMaCHOCTH U OXpaHbI Tpyaa», T. Kues, YkpanHa

Henb. OueHka nopsaka (GOpMUPOBAHUS CTPAXOBBIX
(oHIOB, KOTOpBIE MOTYT MPUMEHSITHCS ISl PELIeHUsT MPOo-
6JIeM U TIOKPBITUST CTPYKTYPHBIX COCTABIISIOIINX TTPOTHUBO-
nercTBUsI GUHAHCOBOMY KPU3UCY.

Metoauka. B vccienoBaHuy aBTOPHI IPUMEHSIT METOJ
MMUTALMOHHOTO MOAETUPOBAHMUS, KOTOPBI MO3BOJINI BbISI-
BUTbH HECKOJIBKO CIIEHApUEB, KOTOPBIE MOTYT OBITh OCYIIIECT-
BJIEHBI TPY (POPMUPOBAHUY CTPAXOBBIX (POHIOB MPU pa3anuyd-
HOM TTOKPBITUU CO CTOPOHBI KOMITAHUI TOPHO-METaJUTypIH-
YecKOro KoMruiekca. J1onogHUTeIbHO UCTOIb30BaHA METO-
QIMKa TTIOCTPOEHMSI METO/IA IePEBbEeB, KOTOPast TIPEToaraetT
MHOTOBapUaHTHOCTb (POPMUPOBAHUS CTPAXOBOTO MOKPBITHS
B 3aBUCHUMOCTH OT BEPOSITHOCTU HACTYIIJICHUST OTIpeNeIeH-
HBIX COOBITUIA.

PesynbTaTtbl. B paGote peann3oBaH cpaBHUTENIbHbBIN aHa-
M3 Moneieil 0aHKpOTCTBA M obecrieyeHuss (hUHAHCOBOM
YCTOWYMBOCTU TIPEAIIPUSTHS TSI 1IeJIell KOHTPOJIST KauyecTBa
MPOU3BOAMMON MPOAYKLIMU. ABTOpaMHU CTaThbU pa3paboTaHa
MOJIeJTb, KOTOPast MOXKET CITYXXUTh OCHOBOU Uit (hopMUpPOBa-
HUS VHTEJUIEKTYAJIbHOTO MPOLIECCa TIPUHATUS PELIEHUH TTpyr
TIOCTOSTHHOM YPOBHE pucka. B paboTe ykasbIBaeTcsi, 4TO OC-
HOBHBII (PaKTOP BOZHUKHOBEHMSI PUCKOBBIX YCJIOBUIT — CHU-
JKEeHUe 3aTpaT Ha obecrieyeHUe 0e30MacHOCTH TTPOM3BOMI-
CTBEHHBIX MTPOLIECCOB, YTO B YCJIOBUSIX MPENNIPUITHIA TOPHO-
METALTYPrUIeCKOT0 KOMITIEKCA IIOPOXKAAET BTOPUUHBII PHUCK.

Hayunas noBu3na. CocTOUT B TOM, YTO 0€30IMaCHOCTb
TIPOU3BOJICTBEHHOTO TIpoIlecca OmpeaesieHa B 3aBUCUMOCTH
OT TOTO, HACKOJIbKO 3HAYUTEIbHBIMU TOJIKHBI OBITH (PUHAH-
COBBIE 3amachl MPEANPUITUS AJIST TMOKPHITUSI BO3MOXKHBIX
YOBITKOB M, COOTBETCTBEHHO, BO3HWKHOBEHMS CUTYallUH,
Korna pmHaHCUPOBaHUE MPENTIPUSTHS TOTPEOYET TOTIOTHU-
TEJIBHOTO (DPMHAHCOBOTO MOTOKA. B 3TOI cUTyalluM MOTYT
OBITh CTIOJB30BAHBI TEKYIIIUE IEHEXHbIe TOTOKU TIPEATPU-
ATHSI U YYTeHBI OCOOEHHOCTH CHMKEHUS 3aTpaT Ha obecre-
yeHne 0e30MacHOCTU MPOU3BOACTBEHHOTO Tpoliecca. B pa-
60oTe MaHHBI aCIEeKT OINpenessieTcsl Kak BepOSITHOCTHBIN.
MonenvpoBaHue (PMHAHCOBOI YCTOMYMBOCTH IIPOBOAUTCS C
ydeToM hakTopa obecrieueHrs TOJDKHOTO YPOBHs Ge3orac-
HOCTH MTPOU3BOICTBEHHOTO Tpoliecca.

IIpakTuyeckass 3HAYUMOCTh. [loydeHHBIE NaHHBIE I10-
3BOJISIIOT TPOTHO3UPOBATH BBITLIATHI HE TOJBKO M3 CTPAXOBBIX
(boHIOB TIpEeATIPUATHI, HO TAKXKE U U3 IPYTUX UCTOYHUKOB,
KOTOPBIE 3aTPArMBaloT BEPOSITHOCTb OAHKPOTCTBA WM YXYI-
meHUsT GUHAHCOBOTO COCTOSTHUS TIPEIITPUSTHS.

KioueBbie ciioBa: cmpaxosbie (hoHobl, NPou3eo0CcmEeHHble
pacxoovl, (QUHAHCOBAS YCMOUMUBOCMb, (DUHAHCOBBLI KPU3UC,
be30nacHocms npoU3800CmMEeHH020 npoyecca
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