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FOSDET: A NEW HYBRID MACHINE LEARNING MODEL FOR ACCURATE
AND FAST DETECTION OF IOT BOTNET

Purpose. This study is aimed at introducing a new hybrid machine learning model to enhance the accuracy and speed in detect-
ing botnet attacks in Internet of Things networks. The new model is derived from an integration of decision tree algorithm and
feature selection algorithms to produce a novel hybrid machine learning for better performance in IoT botnet detection.

Methodology. The study adopts a six steps research methodology. It consists of dataset collection, dataset preprocessing, ap-
plying machine learning, comparing feature selection algorithms, combining both machine learning and feature selection algo-

rithms, and finally comparing the results.

Findings. A novel hybrid machine learning (ML) model called FoSDeT has been obtained as a result of combination of deci-
sion tree algorithm and feature selection algorithm called Forward Selection which shows a significant improvement in IoT botnet

detection in comparison to standard decision tree model.

Originality. The paper proposes a simple yet powerful hybrid approach which integrates Decision Tree algorithm with two pre-
defined feature selection algorithms namely, Forward Selection and Backward Elimination. The new hybrid model called FoSDeT

shows a significant enhancement in terms of IoT botnet detection.

Practical value. The hybrid model obtained from this study might be used by IT security practitioners in developing real intru-
sion detection system for defending IoT networks from botnet attacks.
Keywords: /0T, botnet, cyber attack, machine learning, detection accuracy, detection speed

Introduction. Internet of Things (IoT) is a system of inter-
connected devices that serves to facilitate the exchange of in-
formation between physical devices. These devices can be
driverless vehicles, SmartTVs, Smart City infrastructure and
various other devices that can be monitored and controlled re-
motely [1]. A great development of IoT implementation always
accompanied by security risks which also increase. Weakness-
es of IoT networks makes them vulnerable to various cyber at-
tacks as mentioned in many studies [2]. Security risks that can
occur include Man in the middle attacks, Eavesdropping,
drive-by, and malware.

Malicious software (maware) is one of the problems that
continues to grow and become a serious threat. Malware itself
is software that was created to infiltrate or damage a computer
system or computer network without the permission of the de-
vice owner. There are several types of malware commonly used
by criminals, one of which is botnets |3, 4].

Botnet is a rapidly growing problem which has been raising
lots of concerns by research nowadays. In short, botnet is a
collection of computers running malware, controlled by hack-
ers (usually called botmasters). Botnets turn computers into an
army of cyber attacks, usually for spam, fake websites, DoS
(Denial of Service) attacks, viruses, as well as gathering infor-
mation through phishing and scams [4].

Many studies discuss classification using machine learning
methods. Machine learning allows machines to know and
learn the types of data so as to produce information. The ap-
plication of machine learning has been carried out by analyz-
ing several machine learning techniques to detect P2P (peer-
to-peer) botnets [5]. Experiment with different machine learn-
ing algorithms to compare their ability to classify botnet traffic
from normal traffic by selecting distinguishing features from
network traffic. Among many machine learning algorithms for
classification is Decision Tree (DT). In the case of detecting
intrusion in computer networks, the algorithm of J48 and Na-
ive Bayes were compared. Both algorithms provide good re-
sults which can detect zero-day threats with high precision [6].

Other research that uses supervised learning algorithms on
data network traffic for accurate identification of IoT devices is
connected to the network. The accuracy obtained for the IoT
classification is 99.28 % [7]. The authors argue the application
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of machine learning as a solution for better classifying botnet
attacks.

Feature selection is one of the main factors that affect the
performance of the results of machine learning algorithms [8].
If the data contains a number of features, the processed data
will be time consuming, which is ineffective. An efficient fea-
ture selection method helps in reducing parts of data that are
not significantly needed in the classification process so that the
results obtained will be more accurate and faster [8, 9].

Therefore, the research aims to assess the application of
feature selection algorithms in order to establish a new hybrid
machine learning model with improved accuracy and speed in
detecting anomaly within IoT caused by botnet attacks. The
study employs Decision Tree algorithm with two different fea-
ture selection methods using the BoI-Iol dataset to see the
effect on the performance of both combinations.

The organization of the paper is as follows. In the second
section, literature review is presented. Section 3 provides the
research methodology to carry out the study. It is then fol-
lowed by section 4 that presents the results and analysis. Fi-
nally, section 5 concludes the research.

Literature review. Among the earliest study in terms of ma-
chine learning potential to improve the detection of botnet was
a study by Beigi, et al. [10]. The paper underlines the impor-
tance role of effective feature selection in machine learning-
based botnet detection. They developed and used a diverse
data set (16 botnets) to fully test the effectiveness of the feature
for accurate detection.

Later, Singh, et al. [11] report research on machine learn-
ing as a big data analytics framework for peer-to-peer botnet
detection. They introduce a scalable implementation of a qua-
si-real-time intrusion detection system with machine learning
to improve the detection rate of peer-to-peer botnet attacks.

Survey research by Alejandre, et al. [12] deals with the
challenge of using feature selection to detect botnets using ma-
chine learning. It implemented the Genetic Algorithm (GA)
to select features and the C4.5 algorithm to perform the calci-
fication process between connections that have and do not
have botnets.

Miller and Busby-Earle [13] provide a brief overview of the
different machine learning (ML) methods and the role they
play in botnet detection. A clear understanding of this role is
essential for developing an effective real-time online detection
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approach and efficient and more powerful models. Similarly,
Pektas and Acarman [14] also suggest the importance of data-
set engineering by effective feature selection in the approach
analyzing the most distinguishing features for the purpose of
building an efficient and effective botnet detection system.

Gadelrab, et al. [15] in his research entitled “BotCap: Ma-
chine learning approach for botnet detection based on statistical
features” describe a detailed approach to developing a botnet
detection system using machine learning techniques. They
have identified a set of statistical features that can help differ-
entiate between harmless traffic and malicious botnets. Then,
they have conducted several machine learning experiments to
test the suitability of machine learning techniques and also to
select a minimal subset of identified features that provide the
best detection.

Likewise, Hoang and Nguyen [16] conduct a study about
botnet detection based on machine learning techniques using
Domain Name Service (DNS) query data. They found that
machine learning using DNS are effective in making botnet
detection more accurate up to 90 %.

In addition, Mathur, et al. [17] conduct research on min-
ing network flow using machine learning. According to their
analysis, botnet detection via mining of network traffic flow is
able to train classification by specific network flow datasets
which in turn it is able to distinguish between normal traffic
and bot traffic with high accuracy and low false positive rate.

Another survey related paper written by Khraisat, et al.
[ 18] presents the results of a contemporary IDS classification
survey, a comprehensive overview of the most recent popular
work, and an overview of datasets commonly used for evalua-
tion purposes. The paper also presents evasion techniques
used by attackers to evade detection and discusses future re-
search challenges to counter these techniques thereby making
computer systems more secure.

Nomm and Bahsi [19] made another approach by tackling
unsupervised anomaly based botnet detection in IoT networks.
They suggest that it is possible to induce high-accuracy unsu-
pervised learning with a reduced feature set size, allowing for
reduced computational resources required.

Likewise, Shafiq, et al. [20] introduce a unique feature se-
lection approach known as ‘CorrAUC’ and applied it to the
Bot-1oT dataset. The novel approach chose five characteristics
that accurately characterized the dataset and could be utilized
for training. In this study, they employ four machine learning
algorithms (Decision Tree, SVM, Naive Bayes, and Random
Forest) and make a systematic comparison of their perfor-
mance on a test set.

Furthermore, Baig, et al. [21] published a paper entitled
“Averaged dependence estimators for DoS attack detection in loT
networks” , which presents a DoS detection framework consist-
ing of modules for data generation, feature ranking, training
and testing. The algorithms used are C4.5, MLP, Naive Bayes,
Bayesian Network, AIDE, and A2DE. The application used is
Weka. A2DE shows the highest accuracy of 99 %.

Bovenzi, et al. [22] use a hierarchical Network Intrusion
Detection technique to detect attacks across several situations.
H2ID performs (i) anomaly detection utilizing a unique light-
weight approach based on a MultiModal Deep AutoEncoder
(M2-DAE), and (ii) attack classification with soft-output clas-
sifiers. We validate our approach with the recently released
Bot-Iol dataset, inferring between four key attack categories
(DDoS, DoS, Scan, and Theft) and unknown assaults.

Machine learning techniques are being used to detect mal-
ware in [23]. They compare Support Vector Machine, Deci-
sion Tree and Deep Belief Networks on malware dataset. It is
finally concluded that SVM has better results than decision
tree and Deep Belief Networks in terms of accuracy and rec-
ommend SVM for future applications.

Soe, et al. [24] in their research paper entitled “ Towards a
lightweight detection system for cyber attacks in the loT environ-
ment using corresponding features” implements machine learn-

ing-based IDS using a new feature selection algorithm on the
Raspbery Pi system. The Weka software is used to check and
compare the performance of all machine learning.

Ullah and Mahmoud [25] in their research paper entitled
“A two-level flow-based anomaly activity detection system for
1oT networks” justify the use of Random Forest algorithm with
two levels of anomaly activity detection nodes for intrusion
detection systems in IoT networks.

A new approach to use of balanced network traffic to ef-
fectively identify IoT botnet is offered by Shobana and
Poonkuzhali [26]. The study highlights the issue of class im-
balance within the dataset which was handled using the ran-
dom oversampling approach. Further machine learning analy-
sis was performed using Support Vector Machine, Naive
Bayes, Decision Tree, and Deep Neural Networks.

In 2022, Syamsuddin and Barukab proposed Sukry, a nov-
el machine learning approach applied in Raspberry Pi hard-
ware using Enhanced kNN algorithm. The results show a sig-
nificant improvement of IoT detection in comparison to tradi-
tional KNN [27]. Their approach shows improvement results,
since kNN algorithm is commonly considered inefficient to
deal with large dataset.

To deal with specific attack flow in industrial control net-
work bases on IoT, a new solution is proposed by Qian [28].
They introduce a hierarchical interval-based belief rule base
(HIBRB). At the end, it is shown that HIBRB model can im-
prove the detection rate of attack flow while maintaining high
accuracy.

Alhaddad, et al. [29] developed a Convolutional Neural
Network (CNN) based IoT cyber attack monitoring system. It
is also equipped with an intuitive Kafka based real-time moni-
toring in order to streamline network attack surveillance and
resilience. Their CNN based cyber detection has achieved a
high accuracy rate of 99.86 %.

Then, Karmous et al. address the problem Iol cyber at-
tacks by proposing an enhanced IDS using Software Defined
Network (SDN). This new approach shows a high accuracy
machine learning model for real-time prediction [30].

The evaluated research shows several developments in IoT
network security and intrusion detection systems (IDS). To
improve accuracy while reducing time consumption in IDS for
IoT contexts, gaps are evident when it comes to combining de-
cision tree methods with strong feature selection approaches.
Despite the widespread use of decision tree algorithms (e.g.,
Shafiq, et al. [20], Baig, et al. [21], Shobana and Poonkuzhali
[26]), the application of decision tree algorithms with ad-
vanced and domain-specific feature selection methods re-
mains underexplored.

Research methodology. The research methodology to
guide this research is presented in Fig. 1. It consists of six steps
research methodology, namely dataset collection, dataset pre-
processing, applying machine learning, comparing feature se-
lection algorithms, combining both machine learning and fea-
ture selection algorithms, and finally comparing the results to
produce a new hybrid machine learning model.

The first step is dataset collection. The raw data used is a
dataset from the BoT-IoT dataset which includes normal net-
work traffic and several attacks traffics [28].

Its main feature of representing a realistic oI environment
is the main reason to use BoT IoT dataset for the study. It mim-
ics several attacks such as DDoS, DoS, Reconnaissance and
Theft attacks [28]. Recent studies also employ the dataset which
reflects the usability of the dataset in current research [29—31].

There are 46 features in this dataset with a total data of
19,056. Fig. 2 shows the distribution of total data of 19,056 into
five labels, DoS, DDoS, Reconnaissance, Normal dan Theft.

The second step is pre-processing the dataset. The aim of
this step is to assess dataset completeness, whether missing
data exist or not, the number of features, the number of rows,
and many others. This step is important to prepare dataset
ready to further steps.
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Fig. 2. Distribution of labels in the dataset

Then, around 70 % of dataset is selected for testing step
with two different approaches in the next step. Firstly, it will be
applied directly to Decision Tree algorithm. This first ap-
proach is conducted to view overfitting issue that commonly
occurs when many unimportant features of dataset are used.
Secondly, the selected 70 % of the dataset will undergo Fea-
ture Selection mechanisms and then to Decision Tree algo-
rithm. In this second approach there are two Feature Selection
mechanisms which will be applied (Forward Selection and
Backward Elimination) in order to mitigate overfitting in ma-
chine learning models.

Finally, the results from Decision Tree, Forward Selection
with Decision Tree and Backward Elimination with Decision
Tree are compared in terms of several aspects such as accuracy
and processing time to decide the best performing model.

Findings. The machine learning analysis is performed over
Rapidminer software (Fig. 3). There are three models applied
in the study, namely Decision Tree (Modell), Forward Selec-

accuracy: 97.56% +/- 0.76% (micro average: 97.56%)

true DDoS true Reconnaissance true DoS
pred. DDoS 6644 0 0
pred. Reconnaissance = 0 5049 0
pred. DoS 0 0 6813
pred. Normal 0 0 0
pred. Theft 0 0 0
class recall 100.00% 100.00% 100.00%

Retrieve Dataset Decision Tree

et

D
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Fig. 3. Rapidminer implementation of the models

tion Decision Tree (Model2) and Backward Elimination De-
cision Tree (Model3).

As can be seen in Fig. 3, the beginning step is retrieving
dataset into each of the three models. The retrieved dataset is
actually the dataset that has passed preprocessing stage with-
out any missing data and other errors. In the first model, the
dataset (with 46 features) directly supplied to Decision Tree,
while in the second and third model the dataset should un-
dergo feature selection process to reduce the number of fea-
tures. Model 2 uses Forward Selection algorithm while model
3 employs Backward Elimination algorithm before being sup-
plied to Decision Tree algorithm. It is clearly seen that For-
ward Selection algorithm reduces the number of features from
46 to 7, while Backward Elimination reduces the number of
features from 46 to 38.

Then, in the next step approximately 70 % of dataset is se-
lected for training with the three machine learning models es-
tablished before. For the first model, the training dataset is
directly proceeded to Decision Tree algorithm, while for the
second and third models the selected 70 % of the dataset will
undergo Feature Selection mechanisms before applied to De-
cision Tree algorithm.

In this second approach there are two Feature Selection
mechanisms which will be applied (Forward Selection and
Backward Elimination). The results of the three models are
then analyzed and the results are presented in the form of con-
fusion matrix (Figs. 4, 5 and 6).

Fig. 4 shows the confusion matrix for model 1 (Decision
Tree) obtained from Rapidminer software. The accuracy of
model 1 is calculated as follows.

true Normal true Theft class precision
0 36 99.46%

429 0 92.17%

0 0 100.00%

48 0 100.00%

0 7 100.00%
10.06% 50.68%

Fig. 4. Confusion matrix for ML model I (Decision Tree)
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accuracy: 99.82% +/- 0.11% (micro average: 99.82%)

true DDoS true Reconnaissance true DoS
pred. DDoS 6636 0 3
pred. Reconnaissance 0 5042 1
pred. DoS 8 1 6807
pred. Normal 0 4 1
pred. Theft 0 2 1
class recall 99.88% 99.86% 99.91%

true Normal true Thett class precision
0 0 99.95%

2 1 99.92%

2 1 99.82%

468 2 98.53%

5 69 89.61%
98.11% 94.52%

Fig. 5. Confusion matrix for ML model 2 (Forward Selection and Decision Tree)

accuracy: 98.95% +/- 0.33% (micro average: 98.95%)

true DDoS true Reconnaissance true DoS
pred. DDoS 6491 o 36
pred. Reconnaissance 1 5049 6
pred. DoS 152 0 6769
pred. Normal 0 o 0
pred. Theft 0 o 2
class recall 97.70% 100.00% 99.35%

true Normal true Theft class precision
0 0 99.45%

0 3 99.80%

0 0 97.80%

477 0 100.00%

0 70 97.22%
100.00% 95.89%

Fig. 6. Confusion matrix for ML model 3 (Backward Elimination and Decision Tree)

DT (1results Process results)
Completed Oct 26 2020 8.33.14 AM (execution time 4

., forward selection DT (1 results Process results)
Completed Oct 26 2020 8.14.59 AM (execution time 1

backward elimination DT (1 results Process results)
Completed Oct 26 2020 8.23.04 AM (execution time 1

Fig. 7. Processing time for all models

6,644 +5,049+6,813+48 +37
19,056

The model achieves a high overall accuracy of 97.56 %, in-
dicating its effectiveness in predicting these behaviors. In this
study while accuracy is the main evaluation for consideration,
we also describe other noteworthy results. Class-specific met-
rics reveal that the model performs exceptionally well in iden-
tifying DDoS, Reconnaissance, and DoS attacks, achieving
100 % recall for these categories.

Furthermore, the model exhibits high precision, especially
for DDoS (99.46 %) and DoS (100 %), ensuring that most
predictions for these classes are correct.

In the case of Reconnaissance, the model maintains a
100 % recall but has a slightly lower precision of 92.17 %, sug-
gesting a minor occurrence of false positives. This indicates
the model which occasionally misclassifies other behaviors as
Reconnaissance, though it remains highly reliable in identify-
ing actual instances of this behavior. For the Normal and Theft
categories, while precision remains high (100 %), recall drops
to 10.06 % for Normal traffic and 50.68 % for Theft, showing
the model’s difficulty in detecting these classes, especially for
normal network activity.

Overall, it is clear that the first model demonstrates strong
capabilities in detecting network attacks, particularly DDoS, Re-
connaissance, and DoS, with near-perfect precision and recall
in most cases. However, the lower recall for Normal and Theft
categories suggests room for improvement, particularly in fine-
tuning the model to enhance its detection rate for non-attack
behaviors while maintaining high precision across all classes.

Fig. 5 shows the confusion matrix for model 2 (Forward
Selection and Decision Tree) using from Rapidminer soft-
ware. The accuracy of model 2 is calculated as follows.

AccuracyM 1= =97.56%.

6,636+5,042+6,807 + 468+ 69
19,056

The confusion matrix presented demonstrates the model’s
refined performance in classifying network behaviors, achiev-
ing an impressive overall accuracy of 99.82 %. The classifica-
tion results for DDoS, Reconnaissance, and DoS attacks are
particularly noteworthy, as the model achieves near-perfect
precision and recall for these categories.

Specifically, the model’s precision for DDoS reaches
99.95 % with a recall of 99.88 %, and similarly, Reconnais-
sance is detected with a 99.92 % precision and a 99.86 % re-
call. These results signify the model’s capability to reliably
identify these attack types with virtually no false positives or
missed attacks, highlighting its robustness in security-focused
applications.

Furthermore, the model has made substantial progress in
detecting Normal traffic, which was previously a challenge.
With a 98.53 % precision and 98.11 % recall for the Normal
category, the model now effectively differentiates between be-
nign network behaviors and malicious activities. This im-
provement indicates a more balanced performance, where
both attack and non-attack behaviors are recognized with high
accuracy. The false positive and false negative rates for normal
traffic have been significantly reduced compared to earlier per-
formance, contributing to a more comprehensive detection
capability.

The Theft category, while still lagging behind other class-
es, shows reasonably good performance with 89.61 % preci-
sion and 94.52 % recall. Although this class has a slightly
higher rate of false positives and false negatives, the model is
still effective in identifying the majority of theft cases. Given
the high complexity of detecting subtle theft behaviors in net-
work traffic, these results are promising. However, further op-
timization of features or techniques specific to theft detection
could help enhance the performance in this category to match
the success seen in identifying DDoS, Reconnaissance, and
DoS attacks.

Fig. 6 shows the confusion matrix for model 3 (Backward
Elimination and Decision Tree) obtained from Rapidminer
software. The accuracy of model 3 is calculated as follows.

AccuracyM 2 = =99.82%.

6,491+5,049+6,769+477+70

=98.95%.
19,056 %

AccuracyM 3 =
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The confusion matrix presented shows a strong overall ac-
curacy of 98.95 %, reflecting the model’s solid performance
across different categories. Accuracy measures the proportion
of total predictions (both true positives and true negatives)
that were correct. The model performs exceptionally well in
detecting key network behaviors such as Distributed Denial of
Service (DDoS), Reconnaissance, Denial of Service (DoS),
Normal, and Theft.

In terms of class-specific accuracy, the model excels at de-
tecting Reconnaissance with a perfect 100 % recall and 99.80 %
precision, indicating that it correctly identifies all instances of
Reconnaissance without incorrectly labeling other categories as
Reconnaissance. DDoS detection is also highly accurate, with
97.70 % recall and 99.45 % precision, signifying that almost all
true DDoS instances are caught by the model, and only a min-
imal number of non-DDoS events are misclassified as DDoS.

The model shows similar high accuracy for DoS attacks,
achieving 99.35 % recall and 97.80 % precision. While it cor-
rectly identifies nearly all true DoS instances, a small number
of DDoS cases (152) are misclassified as DoS. For Normal
traffic, the accuracy is perfect, with both 100 % precision and
100 % recall, which indicates the model’s ability to fully dif-
ferentiate between normal and attack behaviors.

Lastly, Theft detection, with 95.89 % recall and 97.22 %
precision, shows slightly lower performance compared to oth-
er classes but remains strong, accurately identifying most theft
cases while maintaining a low rate of false positives. Overall,
the model’s accuracy across the various categories demon-
strates its effectiveness in both attack detection and classifica-
tion of benign traffic.

In addition to accuracy, the study also concerns the calcu-
lation of the processing time required by each model to finish
the process of detecting botnet attack within IoT networks and
then comparing them.

The result processing time for all models is shown in Fig.
7. It is clearly seen that model 1 requires 4 seconds of execution
time, while both remaining models require only 1 second to
finish their processes. This means the application of feature
selection technique (both forward selection and backward
elimination) significantly reduces the execution time in com-
parison to Decision Tree only.

The Table concludes the main findings. It is clearly seen
that a new hybrid model, a combination of Forward Selection
and Decision Tree which we called FoSDel Model, outper-
forms other models by accounting for 99.82 % accuracy and
requires only 1 second for processing time.

In addition, our FoSDeT Model also shows better result in
comparison to previous studies. For example, a study by Chi-
ba, et al. who applied Decision Tree and other machine learn-
ing algorithms for network based IDS has 96.66 % accuracy
for Decision Tree [32]. Then a new Decision Tree model pro-
posed in [33] to develop fuzzy signature-based intrusion de-
tection systems achieved 96.70 % accuracy. In addition, an-
other Decision Tree implementation to establish intelligent
network intrusion detection by [34] showed accuracy level of
99.42 %. More recently, the research employing Decision Tree
to provide intelligent security for smart home has accounted
for 99.28 % accuracy [35].

Table
Final results
Comparison Accuracy, | Execution
D % Time, s

Model 1 Decision Tree 97.56 4
Model 2 (Forward Selection & Decision 99.82 1
Tree)

Model 3 (Backward Elimination & 98.95 1
Decision Tree)

Finally, our FoSDeT Model is proven as a novel hybrid ma-
chine learning model for accurately and timely detecting any
cyber attacks caused by botnet on Internet of Things net-
works.

Conclusions. Botnet attacks have been considered a serious
problem in Internet of Things networks that often hamper
their benefits. To address the challenges posed by botnet at-
tacks in Internet of Things (IoT’) networks, we have proposed a
novel hybrid machine learning model, termed the FoSDeT
Model. This model combines the Forward Selection algorithm
with the Decision Tree algorithm, leveraging the strengths of
Forward Selection for dimensionality reduction and the inter-
pretability and efficiency of Decision Trees. Our results dem-
onstrate that the FoSDel Model significantly outperforms
other models considered in this study as well as several models
presented in previous studies, achieving a remarkable accuracy
rate of 99.82 % and a rapid detection time of just 1 second.
These novel findings underscore the potential of the FoSDel’
Model as a robust and efficient solution for real time intrusion
detection in resource constrained IoT networks.
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Merta. Lle nocnimxeHHs cripssiMOBaHE Ha BIPOBAIXKEHHS
HOBOI TiOpMAHOI MOJE/i MALIMHHOIO HaBYaHHS JJIsI MiABU-
LIEHHSI TOYHOCTI Ta INBMIKOCTI BUSIBJIEHHSI OOTHET-aTakK y
Mepexax IHTepHeTy peueit. HoBa Mozelb € pe3yJibTaToM iH-
Terpallii aJiIroOpuTMy JIepeBa MPUAHSTTS PilllcHb Ta aJIFOPUT-
MiB BMOOpPY O3HAaK JiJIsI CTBOPEHHSI HOBOI'O TiOPUAHOIO Ma-
IIMHHOTO HaBYaHHS 3 METOIO IiIBUIIEHHS e(heKTUBHOCTI
BUSIBJICHHSI OOTHETiB [HTEepHeTy peyeid.

MeTtoauka. Y 10ciimKeHHi 3aCToCOBaHa METOA0JIOT s 10-
CJIKEHHST Ha OCHOBI 1IeCTH KpokKiB. BoHa ckianmaetbes 3i
300py MAacHuBIiB JJaHUX, TOMeEpeIHbOoI 0OPOOKU MacuBiB ga-
HMX, 3aCTOCYBaHHSI MAIlIMHHOTO HABYaHHS, MOPiBHSIHHS aj-
TOPUTMIB BUIIJICHHS O3HAK, MOEIHAHHS MAIIMHHOTO Ha-
BUAHHS Ta aJrOPUTMIB BUIIJIEHHSI O3HAK i, HAPEIITi, MOPiB-
HSIHHS pe3yJIbTaTiB.

Pesyabratn. HoBa ribpuaHa Mopejnb MallMHHOTO Ha-
BuaHHs (ML) mmin Ha3zBoto FoSDeT 6yia orprMaHa B pe3yiib-
TaTi MOENHAHHS AJITOPUTMY JepeBa MPUUHSITTS pillleHb Ta
aJTOpUTMYy BimOopy o3Hak i Ha3Bowo Forward Selection
(IMpsimuii BifOip), 1110 AEMOHCTPYE 3HAYHE IMOKPALLEHHS BU-
sIBJIeHHS1 00THeTiB IHTepHeTy peueil y MOpiBHSHHI 3i cTaH-
JAapTHOIO MOJEJIIIO IepeBa MPUMHSTTS pillleHb.

HaykoBa HoBu3Ha. PoGoTa nponoHye npocTtuii, ajge no-
TY>KHUI TiIOpMAHMI MinxXid, 1110 iHTErpye ajJropuT™M jepeBa
MIPUIHATTS pillleHb i3 IBOMA MOMEePeIHbO BU3HAUYCHUMU aJl-
ropuTMaMu BiOOpy O3HAK, a caMme: MPsIMUM BitOOPOM i 3BO-
pOTHUM BUKJIOUeHHsIM. HoBa ribpunHa Moaesb i Ha3BOIO
FoSDeT neMoHCTpye 3HauHe MiIBUILEHHS e(heKTUBHOCTI
BUSIBJIEHHSI OOTHETIB [HTEpHeTY peveit.

IIpakTiyna 3HauumicTe. [iOpuaHa Mozaeslb, OTpUMMaHa B
pe3yJbTaTi TaHOTO IOCITIIKEHHS, MOXe OYyTHM BMKOpPHCTaHA
daxiBusgmu 3 IT-06e3neku npu po3poOLi peasbHUX CUCTEM
BUSIBJICHHSI BTOPTHEHb JIJIS 3aXUCTy MepexX [HTepHeTy peueit
BiJ OOTHET-aTaK.

Kurouosi cioBa: [umepnem peueii, 6omuem, kibepamaxa, ma-
WUHHe HABYAHHS, MOYHICMb GUABNEHHS, WUBUOKICIb BUS6NEHHS
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