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AUTOMATED STUDENT KNOWLEDGE TESTING
AND CONTROL SYSTEM ZELIS

Purpose. To substantiate the methodology and develop the software of the automated system of testing and monitoring the
knowledge of ZELIS students.

Methodology. Examination papers contain text, tables, pictures, formulas, etc., that is, all the possibilities of the MS WORD
editor. Questions and answer options are generated randomly. As the operation showed, the most effective number is 30 questions
and 5 answers to them. When working with forms, a large number of people are tested. Each form is scanned to receive a raster file
in *,jpg format. To recognize these files, a mathematical apparatus has been developed that accurately determines the number of
the correct answer based on the form. In online mode, students receive input data through the Internet, which is relevant in the
conditions of martial law, as well as when testing students’ knowledge during the educational process without additional use of
laboratory time.

Findings. The ZELIS software is updated in the Visual Studio 2019 environment in the C# programming language using the
MS ACCESS or SQL SERVER DBMS, as well as the FireBase RealTime DataBase cloud DBMS.

Originality. Input information for creating tests comes in a single RTF format that allows you to use tables, figures, formulas,
etc. The system also provides the possibility of simultaneous testing of a large number of persons. This process uses proprietary
recognition algorithms and takes only a few minutes to process a large number of forms.

Practical value. The article describes the automated system of testing and monitoring the knowledge of ZELIS students, which
was developed by the authors. The system was developed at the State University of Economics and Technology and has been op-
erating since 2015. Approximately 250 exams are conducted in one online paper-based testing session, with approximately 1,200

students participating.

Keywords: knowledge testing, ZELIS, form, algorithm, RealTime DataBase, DBMS

Introduction. The ZELIS system is designed to assess stu-
dents’ knowledge in two modes: forms and dialogue.

1. Knowledge assessment in the forms mode.

1.1. Knowledge assessment via offline forms.

1.2. Knowledge assessment via online forms.

2. Knowledge assessment in dialogue mode (in a computer
lab — local network).

Developers: Oleksandr Semenovych Zelenskyi, Doctor of
Technical Sciences, Professor; Volodymyr Serhiiovych Ly-
senko, Candidate of Economic Sciences, Associate Professor.

The system was developed at the State University of Eco-
nomics and Technology (Kryvyi Rih) and has been in opera-
tion since 2015. In one session alone, around 250 exams are
conducted online using forms, with about 1,200 students par-
ticipating.

Literature review. In recent years, automated testing and
student knowledge assessment systems have been the focus of
numerous scientific studies. Significant attention is given to the
integration of information technology into the educational pro-
cess, which enhances the efficiency and objectivity of knowl-
edge evaluation [1, 2]. The use of automated systems not only
saves time for instructors and students but also boosts motiva-
tion for learning through the immediate availability of results.
Well-known systems such as Moodle, Google Classroom [3],
and others [4, 5] are widely used in higher education institutions
and show positive outcomes in student knowledge assessment.

Unsolved aspects of the problem. However, standard sys-
tems such as Moodle and Google Classroom have several
drawbacks:

- input information is limited to text and images — many
systems do not support MS Equation objects and tables [6, 7];

- there is no option to categorize questions by difficulty
levels [8, 9];

- exams for each student and the questions within them are
not randomized based on probability theory;

- there is no option to assess knowledge using different
grading scales [10, 11];
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- limited system capabilities: either offline or online modes
only [12, 13].

Thus, there is a need to create a universal, automated
knowledge assessment system, ZELIS, which will handle any
information compatible with MS Word and operate in both
offline and online modes.

Purpose. To justify the methodology and develop software
for the automated testing and knowledge assessment system,
ZELIS, for students.

Methodology. The ZELIS software has been updated in the
Visual Studio 2019 environment using the C# programming
language and supports databases such as MS ACCESS, SQL
SERVER, and the cloud-based FireBase RealTime Database.

In offline mode, each question on the form is accompanied
by five squares. The student marks the square with the correct
answer using a checkmark or cross. The primary task is to recog-
nize the form and identify the correct answer square. Each form
isscanned to produce a raster image file in *.jpg format. A math-
ematical framework has been developed to accurately detect the
correct answer on the form. First, the image is cleaned to ensure
that each pixel is either black or white. Then, the square with the
highest concentration of black pixels is selected.

In online mode, students receive input data over the Inter-
net, which is essential during wartime conditions and facili-
tates ongoing knowledge testing throughout the academic pro-
cess without requiring additional lab time.

Findings. Input Information. For all operating modes, the
instructor prepares questions and answers in MS Word. The
document is saved in an RTF file format. This format, while
large in size due to the absence of styles and links, includes
functions that operate with text, allowing the extraction of
questions and answers.

Questions and answers can include tables, images, formu-
las, and other MS Word elements, utilizing the full range of the
editor’s capabilities. The instructor organizes the document as
shown in Fig. 1.

Let us consider the main requirements for the document:

1. The document includes questions and their answers.
The recommended number of questions is between 200 and
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Fig. 1. Document for formulating questions and answers

300. Each question contains 5 answer options. Questions vary
in difficulty levels, with weight coefficients of 0.5, 0.8 and 1.
The number of questions at each difficulty level should be bal-
anced.

2. Each question is separated by the line
“%%%%%%%%%%”, and each answer by the line
“**********”'

3. To the right of the correct answer, a weight coefficient
indicating the question’s difficulty level is added within double
square brackets “[[ |]”, for example, “[[0.8]]” for the second
difficulty level.

Based on the document, a database (DB) is created with
questions and answers for the selected discipline. The database
contains two tables: Table A — for storing questions and an-
swers, and Table B — for generating examination papers from
questions in Table A.

Table 1 shows the structure of Table A.

Table 2 shows the structure of Table B.

The tables are related relationally through the field “nom__

Table 1
Structure of Table A

No. Title Field Type Description

Question number (primary
key)

MEMO Field | Question in RTF format
MEMO Field | First answer in RTF format

1 nom_vopr_bd | Counter

2 vOopros

3 | nom_otv_1

4 | nom_otv_2 MEMO Field | Second answer in RTF
format

5 | nom_otv_3 MEMO Field | Third answer in RTF
format

6 | nom_otv 4 MEMO Field | Fourth answer in RTF
format

7 Nom_otv_5 MEMO Field | Fifth answer in RTF
format

8 | stoim_pr_otv | Double Weight coefficient for the
Floating Point | question

Number of the correct
answer (from 1 to 5)

9 | nom_pr_otv | Long Integer

No. Title Field Type

Long Integer

Description

1 | nom_bilet Ticket number

2 | nom_vopr_bd Long Integer | Question number from

the “Table A”

3 | nom_pr_otv_bd | Long Integer | Correct answer number
from “Table_A”

4 | stoim_pr_otv Double Float- | Weight coefficient for the

ing Point question

5 | per_otv Text Shuffling of answer
options

6 | nom_pr_otv Long Integer | Number of the correct
answer considering
shuffling

7 | nom_otv Long Integer | Student’s answer number

vopr_bd”. Table “Table B” is intended for the knowledge as-
sessment mode using forms in both offline and online modes
and contains only references to the “Table A” (Fig. 2).

For the dialogue knowledge assessment mode, it is suffi-
cient to use “Table A”, as the student responds only to ran-
domly generated questions from this table.

Table “Table_B” is used exclusively for the forms mode
since the student answers questions on the generated forms,
which contain a specified number of questions. In both the
dialogue and forms modes, questions do not repeat.

Experience has shown that the optimal sample size for the
number of questions on the form is 30. This number is also
recommended for the dialogue mode. Of these, 10 questions
will be generated for each of the three difficulty levels accord-
ing to the weight coefficients of 0.5, 0.8 and 1. This is achieved
using SQL queries with the random number generator func-
tion RND.

SELECT TOP 10 * FROM Table_A where stoim_pr_otv=0.5

ORDER BY Rnd(-1267666048*TimeValue(Now())*[nom_vopr_
bd])

SELECT TOP 10 * FROM Table_A where stoim_pr_otv=0.8

ORDER BY Rnd(1083600640*TimeValue(Now())*[nom_vopr_bd])

SELECT TOP 10 * FROM Table_A where stoim_pr_otv=1

ORDER BY Rnd(716721536*TimeValue(Now())*[nom_vopr_bd])

Each instructor prepares an *.rtf document. This document
is submitted to the administrator for database formation, or the
database can be created by the instructor using a small program.
The database file is then forwarded to the administrator.

After forming “Table A” in dialogue mode and generating
both tables (“Table_ A” and “Table B”) in forms mode, the
preparation of output data for knowledge assessment is com-
plete.

In the forms knowledge assessment mode, examination pa-
pers are generated from the database, containing a specified
number of questions. The selection of questions and their cor-
responding answers is done randomly. Operational experience
has shown that the most effective number of questions in an
examination paper is 30, each with 5 answer options. Each stu-
dent receives the questions and answers from the examination
paper, along with a form to fill out one of the five answers (the
correct answer is marked with a checkmark).

There are two methods for knowledge assessment using
forms: offline and online.

In the offline method, the questions and answers, as well as
the printed forms, are distributed to the students. This is typi-
cally done when there is a large number of students in the
classroom. The completed forms are then submitted to the
knowledge assessment administrator. In this case, a large
number of computers are not required; it is sufficient to hand

194 ISSN 2071-2227, E-ISSN 2223-2362, Naukovyi Visnyk Natsionalnoho Hirnychoho Universytetu, 2024, N° 6



sl 3remeposami 6L1eTH - O X

\ nom_bilet nom_vopr_bd nom_pr_otv_bd stoim_pr_otv per_otv nom_pr_otv nom_otv A
B B 3 05 3201145 [ [o

1 [138 |2 05 511141321 (5 [0

1 |52 E 05 432501 |2 4

I R s s 52214 £ o

E 1129 E 05 13524 1 o

K 111 |5 05 5112134 1 o

K 21 3 05 520143 5 o

E 50 2 05 531412 B o

B [125 [1 05 415213 |2 [0

i 1 |29 3 05 445231 |4 [0

E 144 [3 08 524113 s [o

[1 [108 1 0.8 5112134) |2 ) v
< >

1 anads0 | b b W R

Fig. 2. Generated table of examination papers “Table B”

over the forms to the administrator. Each form is scanned to
produce a raster image file in *.jpg format. A mathematical
framework has been developed to accurately determine the
correct answer based on the scanned forms. Over an extended
period, there have been no failures. Subsequently, calculations
are performed for all students, and the results are forwarded to
the institution’s administration.

Algorithm for recognizing forms in offline mode. In the of-
fline knowledge assessment mode, each student receives an
examination paper with questions and a form to fill in the cor-
rect answers. The template for the printed form is shown in
Fig. 3.

On the form, 5 squares are allocated for each question.
The student marks the square corresponding to the correct an-
swer with a checkmark or a cross. After filling out the form, it
is scanned to obtain a raster image file in *.jpg format.

The main task is to determine the square corresponding to
the correct answer for each question in the given raster image
file. To achieve this, the image is first cleaned so that each pixel
is characterized by either black or white color. After this, the
square with the maximum number of black pixels is selected.

Initially, let us consider how to classify each pixel in the
image as black or white. The core idea of the method lies in
comparing the intensity value of a pixel with the average value
of its neighboring pixels. This adaptive thresholding method is
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Fig. 3. Template of the form
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a simple extension of the Welner method, whose main concept
is to compare each pixel with the average of the surrounding
pixels [14]. The authors of this idea are Derek Bradley from
Carleton University (Canada) and Gerhard Ross from the Na-
tional Research Council of Canada [15].

To compute the intensity of each pixel, the following for-
mula is used [ 16, 17]

1=0.2125R+0.7154G + 0.0721B, (1)

where R, G, B are the intensities of the red, green, and blue
colors, respectively.

These coefficients are selected based on the characteristics
of how the human eye perceives images (sensitivity to green
and blue colors) and are used in the high-definition television
(HDTV) model [18].

This method operates using two passes over the image by
employing integral matrices. The first pass is necessary for
constructing the integral matrix, which contains the sum of
pixel intensities / across rows and columns.

To calculate the integral matrix of the image, we the sum of
all P(x, y) elements to the left and above the pixel (x, y) store in
each of its nodes /(x, y). This is done using the following for-
mula for the element-wise construction of the integral matrix

<y
1(x,p)=1(x=1,p)+ ) f(x.)). 2
j=0

In Fig. 4 (left and center), an example of calculating the
integral matrix is demonstrated. The input data consists of a 4
by 4 image matrix that contains pixel intensities, as shown in
the left image.

For instance, to calculate the element of the matrix with
indices x = 1 and y = 2, which equals 13 in the figure, we need
to add the element located to the left of the number 13 (which
is 7) to three elements located above, namely 1, 4 and 1.

As a result, we obtain

Jj<=2
1,2)=1(0,2)+ Y. f(x,))=T+1+4+1=13.

J=0

3)

After obtaining the integral matrix, the sum function for
any rectangle with the coordinates of the upper left corner

4 : 2[2] [4]5]7]9] |A| B
e
STl e | clos
211[3[2] [9]16]22[33 -
Fig. 4. Example of Using the Integral Matrix
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(x1, ¥1) and the lower right corner (x,, y,) can be calculated us-
ing the following formula

X 0

z Z Sy)=1(xy, )= 1(x,—1,y,) -
X=x, y=y, (4)

=1,y =D+ 1(x =1Ly, -1).

In Fig. 4, on the right, it is shown that calculating the sum
P(x, y) for rectangle D using formula (3) is equivalent to calcu-
lating the sums over the rectangles (4+ B+ C+ D) — (A+ B) —
-(A+0O)+A.

Based on the obtained integral matrix, we will calculate
the sum of pixels in the highlighted rectangle using the already
defined integral matrix (Fig. 5).

For example, to determine the sum of pixels in a rectangle
with the coordinates of the upper left corner (x; =1, y,=1) and
the lower right corner (x, = 2, y, = 2), we proceed as follows

2 2
22 S () =1(2,2)-1(0,2)-1(2,0)+ )
x=1y=1

+1(0,0)=16-7-7+4=6.

Thus, using the obtained integral matrix and formula (4),
we can immediately obtain the sum of the intensity values of
the pixels in any rectangular area. This method works by using
two passes over the image.

In the first pass, the integral matrix of the image is calcu-
lated using formula (2).

Let us present a fragment of the program code for calculat-
ing the integral matrix.

BitmapData bitmapData = bitmap.LockBits(new Rectangle(0, O,
bitmap.Width, bitmap.Height), ImageLockMode.ReadWrite,
bitmap.PixelFormat);

byte* ptrFirstPixel = (byte*)bitmapData.Scan0; // BGR

intimg = new long[bitmapData.Width, bitmapData.Height]; //
Integral image, summed area table

long sum;

for (int x = 0; x < bitmapData.Width; x++)

{

int xBytes = x * bytesPerPixel;

sum = 0;

for (inty = 0; y < bitmapData.Height; y++)
{
byte* currentLine = ptrFirstPixel + y * bitmapData.Stride;
sum += (long)(0.2125 * currentLine[xBytes + 2] + 0.7154 *
currentLine[xBytes + 1] + 0.0721 * currentLine[xBytes]);

if (x==0)
intimg[x, y] = sum;
else
intimg[x, y] = intimg[x - 1, y] + sum;
}
}

Next, a square with a side length of pixels equal to 1/8 of
the image width is selected, and the value ##¢ is set to 0.85 [19,
20]. In the second pass, it is necessary to calculate the average
value of the pixel in a square of size sXss \times ss Xs using the
integral matrix. The square is constructed relative to the cur-
rent pixel. Then, the intensity of the current pixel is compared
with the average intensity of the pixels in that square. If the

4151719
41912117
/11311625
211[3]2 9116]22|33

Fig. 5. Example of determining the sum of pixels using the inte-
gral matrix

oO|=IN
AIW|IN

1
4
1
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intensity value of the current pixel is less than the average value
in the specified square multiplied by the value 77, it is set to
black; otherwise, it is set to white.

Let us present a fragment of the program code for the sec-
ond pass over the image.

int s = bitmapData.Width / &;
float t = 0.85f;
inths =s/2;
for(int x=0;x<bitmapData.Width;x++)
{
int xBytes = x * bytesPerPixel;
int x1, y1, x2, y2, count;
for (inty =0;y <
bitmapData.Height; y++)
{
byte* currentLine = ptrFirstPixel +
(y * bitmapData.Stride);
x1 = Math.Max(1, x - hs);
y1 = Math.Max(1, y - hs);
x2 = Math.Min(bitmapData.Width - 1,
X + hs);
y2 = Math.Min(bitmapData.Height - 1,
y + hs);

count = (x2 - x1) * (y2 - y1);

sum = intimg[x2, y2] -
intimg([x1-1, y2] - intimg[x2, y1-1] +
intimg[x1-1, y1-1];

if ((0.2125 * currentLine[xBytes + 2] + 0.7154 *
currentLine[xBytes + 1] + 0.0721 * currentLine[xBytes])
* count < sum * t)
{
currentLine[xBytes] = 0;
currentLine[xBytes + 1] = O;
currentLine[xBytes + 2] = O;
}
else
{
currentlLine[xBytes] = 255;
currentLine[xBytes + 1] = 255;
currentLine[xBytes + 2] = 255;
}
}
}

From the fragment, it can be seen that for each pixel, only
the available information is taken to form the specified area
relative to its center. This was not accounted for in the classical
algorithm and is accomplished using the following lines to de-
termine the top-left and bottom-right coordinates of the
square, specifically x;, y;, x5, y».

x1 = Math.Max(1, x - hs);
y1 = Math.Max(1, y - hs);
x2 = Math.Min(bitmapData.Width - 1, x + hs);
y2 = Math.Min(bitmapData.Height - 1, y + hs).

In Fig. 6, the left side shows the initial input image, while
the right side displays the result of processing using this algo-
rithm. As seen in the figure, the image was not only converted
to a black-and-white format but also cleaned of various
“noise”.

Thus, processing the image using this method allows for
obtaining a clear two-color black-and-white image, separating
useful information from the background, and eliminating the
effects of lighting and “noise”.

After obtaining a black-and-white image, it is necessary to
determine the coordinates of the cell areas. To define all the
necessary characteristics of the two-dimensional coordinate
system for the cells, reference points — markers — are needed
on the scanned file. When printing the form on a sheet, the
markers are placed in the same coordinate system as the cells.

Knowing their geometric arrangement allows us to find
their actual pixel coordinates on the raster image of the scanned
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Fig. 6. Result of image cleaning and conversion to black-and-
white format

file. There should be two such markers, as it is necessary to as-
sess the distance between them to find the coordinates of the
cells. The distance between them always correlates with all dis-
tances on the sheet and provides a characteristic scale — the
ratio of distances between two pixels and the actual physical
dimensions of the sheet. Knowing this data, we can calculate
the real distance between two pixels in physical units. The an-
gle between the two markers represents the angle of rotation of
the sheet during scanning, and the coordinate system must be
rotated accordingly, with the initial point considered the coor-
dinates of one of the two markers, to align the scanned image.

To achieve the highest accuracy for the found rotation an-
gle, the markers should be positioned at maximum distance
apart. For the convenience of implementing the algorithm, the
markers were arranged parallel to the X-axis (abscissa). If the
form is printed accurately without distortions and the posi-
tions of the markers are correctly identified, all cell areas (and
any point in the coordinate system) can be calculated with
maximum precision. However, in practice, there is always
some margin of error; thus, it makes sense to reduce the re-
quired area of the cell to ensure it fits within the actual cell and
does not overlap its boundaries.

Fig. 7 shows the marker used for creating the form.

This marker has a circular shape, as its detection will not
be affected by the rotation of the image.

The search for markers can be performed using the integral
matrix, just as the average pixel value was computed during the
image data preparation. It is necessary to find two of the most
intensely square areas in the image, so these markers should be
dense enough concerning the second graphic content of the
form. The search area is square and will be sized to fit within
the bounding circle of the marker, as the intensity sum in this
area is the highest. The side length of this square is unknown,
so it can be assumed to depend on the image size, for example,
its width.

The dependency of marker sizes on the dimensions of the
scanned file is determined after the form is created. To mini-
mize these errors, it is essential to print and scan the forms as
accurately as possible.

In this case, two markers are placed on the form: the left
and the right. The left marker should be searched for as the
most intense area in the left half of the image, while the right

©

Fig. 7. Marker

marker should be found in the right half; there is also no sense
in searching in the lower half of the sheet.

After finding the coordinates of the markers, it is necessary
to calculate other characteristics of the coordinate system in
which they are located. The division value is calculated based
on the distance between the markers. The rotation angle of the
system is the angle between the markers. The left marker serves
as the reference point, in this case, the upper left. Working
with the system, we will place the coordinate axis with its cen-
ter at the found center of the left marker. The x-axis is directed
to the right, and the y-axis is directed down, just as in the data
structure of System.Drawing. Bitmap.

In this case, it is convenient to work with coordinates that
are relative to the distance between the markers because this
distance reflects the actual physical size of the scanned image.

Next, we calculate the coordinate placement of the cell ar-
eas in the image, after which we count the sum of black pixels
for each cell. Thus, we will obtain the intensities of all the cells.
The more intense the cells, the blacker pixels they contain.
Empty cells will have the lowest intensity, while filled cells will
have the highest.

The intensity of each cell is compared with the recognition
threshold. The recognition threshold for responses is set at just
10 percent and can be adjusted. This means that a correct an-
swer will be considered if the filled area of the square exceeds
10 percent (Fig. 8).

As a result of recognizing the “paper” form, the data is
transferred to an electronic form (Fig. 9).

In the second method, an online mode is implemented using
Google FireBase cloud technologies, which is relevant under
martial law and during student knowledge testing throughout
the educational process without requiring additional laborato-
ry time. For each examination paper, questions and answers
are transmitted to the “cloud”. Students have an application
that reads the questions and answers for their examination pa-
pers and fills out an electronic form, marking their correct an-
swers. The results of their answers are sent to Google FireBase,
where they are retrieved by the administrator. Further calcula-
tions are performed just as in the first case. The work is con-
ducted within the time frame specified in the schedule.

In the knowledge control mode, examination papers are not
formed in a dialogue, and students answer a specified number
of questions. Questions and answers are generated randomly.
This mode is used in a computer lab — a local network. This
mode also includes student training, where the student sees
the number of the correct answer and the answer they selected,
thus learning in the process when dealing with a large number
of questions.

Parameters for Student Evaluation. Grading Scale. At this
stage, the evaluation system is chosen: 5-point, 12-point,
30-point, 40-point, 50-point, 100-point, or 200-point.

Let us present the formulas for calculating the grade.

To calculate the proportion of correct answers, the follow-
ing formula is used

P = 3(05 Ncor045 +0.8- NcorO.S + Ncorl)

23N,

(6)

where N, s is the number of correct answers at the ' level of
difficulty with a weight coefficient of 0.5; N, s is the number
of correct answers at the 27 level of difficulty with a weight
coefficient of 0.8; N,,,; is the number of correct answers at the
3 level of difficulty with a weight coefficient of 1; N,, is the
total number of questions in the examination paper.

The grade is calculated as follows.

Gr= Grmin + (Grmax - Grmin) : Pcon (7)

where Gr;, is the lower boundary of the grade; Gr,,,, is the upper

boundary of the grade; P, is the proportion of correct answers.
Optimization of grading. When recalculating grades for the

optimization mode, there is a reduction in the grade because,
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Fig. 9. Electronic form for testing

according to probability theory, with 5 answer options, the
student already has a 20 % chance of answering questions
correctly.

Let us present the following dependencies. The calculation
of the maximum error for the selected grading system is deter-
mined by the following formula.

(Grmax — Grmin )
D ®

The reduction in the grade is calculated as follows.

Amax =

(Gr,p —G)

(Grp o —(Grp + Amax))’

Next, the obtained grade Gr is reduced by the calculated
decrease AGr. If the grade falls below the minimum threshold,
it remains at that lower level.

The purpose of this optimization (the reduction of the
grade) is to eliminate the random component that occurs dur-
ing student testing.

For instance, for a grade in the 5-point evaluation system
equal to 2.6, the maximum reduction would be 0.6, and the
student would receive a grade of 2.

Let us consider this case.

Output Data is

Gr= 26 G"mm =2. Grmax =5.

AGr = Amax

&)

Calculation is as follows

Amax:@zOﬁ;

(5-2.6) :0.6-ﬁ:0‘6;

(5-(2+0.6)) 2.4
Gr,=Gr—-AGr=2.6-0.6=2.

Thus, all 20 % of the correct answers that the student
scored were deducted.

Conclusions. The article describes the automated testing and
knowledge assessment system ZELIS, developed by the authors.
The system was created at the State University of Economics
and Technology and has been operational since 2015. During
one testing session in online form, approximately 250 exams are
conducted with about 1,200 students participating.

The input information for creating tests is provided in a
unified RTF format, which allows the use of tables, images,
formulas, etc. The system also enables simultaneous testing of
a large number of individuals. During this process, proprietary
algorithms for recognition are utilized, processing a significant
number of answer sheets in just a few minutes.

Additionally, the system supports working with electronic
answer sheets using the FireBase RealTime Database cloud
database. This enables students to take exams and study on-
line, which is particularly relevant during wartime.

The ZELIS software has been updated in the Visual Studio
2019 environment, written in the C# programming language,
and uses the MS ACCESS or SQL SERVER DBMS, as well as
the FireBase RealTime Database cloud DBMS.

AGr=0.6-
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ABTOMATH30BaHA CHCTEMA TECTYBAHHS
il KOHTPOJII0 3HaHb cTyAeHTiB ZELIS

0. C. 3esencokuit”, B. C. Jlucenko

Jlep>xaBHMIT YHIBEPCUTET €KOHOMIKM i TeXHOJoTii, M. Kpu-
Buii Pir, Ykpaina
* ABTOp-KOpecnoHAeHT e-mail: zelensky@kneu.dp.ua

Meta. OOrpyHTYBaTH METOIUKY i PO3POOUTH TTPOTpaM-
He 3a0e3MeuyeHHs aBTOMATU30BaHO1 CUCTEMM TECTYBaHHS Ta
KOHTPOJIIO 3HaHb cTyneHTiB ZELIS.

Meroauka. bineTu 3 MUTAaHHIMM MIiCTSITh TEKCT, TaOJIM -
11i, MaJlOHKHU, (hOPMYJIU TOIIO, TOOTO BCi MOXKJIMBOCTI pe-
naktopa MS WORD. [TutaHHs i1 BapiaHTu Bianosineit pop-
MYIOTbCSI BUIAIKOBUM YMHOM. fIK TOoKaszaia TmepeBipka,
HalOLIbII e(PeKTUBHOIO KiIbKicTIiO € 30 muTaHb i 5 Binmosi-
neit o Hux. [Ipu poGoOTI i3 G1aHKAMU TECTYETHCS BeaMKa
KibKicTh toneii. KoxeH 0JJaHK CKaHY€eTbCS U1 OTPUMAaHHS
pactpoBoro (daiiny y hopmari *.jpg. Jasa po3mizHaBaHHS IIUX
¢aitiB po3podiieHO MaTeMaTUYHUIA anapar, 110 J0CTaTHbO
TOYHO BU3HAYAE 10 OJIaHKY HOMEep MpaBUJIbHOI Binnosidi. B
OHJIAiH-PEXXUMi CTYIEHTH OTPUMYIOTh BXilHi JaHi uepes
Mepexy [HTepHeT, 1110 aKTyaTbHO B yMOBaxX BOEHHOTO CTaHY,
a TaKoOX TpHU TEeCTyBaHHi 3HaHb CTYAEHTIB MPOTSAroM Ha-
BYAJILHOTO MPOIIecy 0e3 10AaTKOBOTO BUKOPUCTAHHS J1ab0-
pPaTOPHOTO yacy.

PesynbraTn. [1porpamue 3a6e3neyeHHs ZELIS oHoie-
Ho B cepenoBuli Visual Studio 2019 moBolo mporpaMyBaH-
Hs1 C# i3 BukopuctanHam CYBJl MS ACCESS a6o SQL
SERVER, a Ttakox xmapHoi CYB]l FireBase RealTime
DataBase.

HaykoBa HoBusHa. BxinHa iH(opmallisi 1 cTBOpeHHs
TeCTiB HamxomauTh B enruHoMmy (opmari RTF, 1mo mosBossie
BUKOPUCTOBYBAaTU TabJMIli, MalOHKU, (OPMYJIM TOIIIO.
CucTteMa TakoX Halla€ MOXJIUBICTh OTHOYACHOTO TECTyBaH-
HSI BEJIMKOI KiJIbKOCTi 0ci0. ITig yac 1boro rpoliiecy BUKOpuc-
TOBYIOTbCS BJIACHI aJrOPUTMU JJIsI PO3Ii3HABaHHS, 1 1€ 3a-
iMae JIniIe neKijbKa XBUJIUH 11 0OpOOKYU 3HAYHOI KiJIbKOC-
Ti OJIaHKIB.

IIpakTnyHa 3HAYUMICTb. Y pOOOTi HABOIUTHCS OMUC aB-
TOMAaTU30BaHOI CUCTEMU TECTyBaHHS i KOHTPOJIO 3HAHb
cryaeHTiB ZELIS, mo po3pobieHa aBropamu. Cucrema
po3pobisieHa y [lepkaBHOMY YHiBEpCUTETi €KOHOMIiKHU i
TexHoJsorii ta gie i3 2015 poky. Ilim yac ogHOrO ceaHCy
TECTYBaHHS B peXUMi OJIaHKIB OHJIAliH TTPOBOIUTHCS TPU-
01m3HO 250 icnuTiB, B IKMX 0epyTh yyacTh 0Ju3bKo 1200
CTY/ICHTIB.

KurouoBi cnosa: mecmysanns snans, ZELIS, 6aank, aneo-
pumm, RealTime DataBase, CYBJ]
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