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INVESTIGATION OF COMBINED ENSEMBLE METHODS FOR DIAGNOSTICS
OF THE QUALITY OF INTERACTION OF HUMAN-MACHINE SYSTEMS

Purpose. Study on the process of combining several methods for determining the quality indices of human-machine interac-
tion, containing various configurations for determining the weight coefficients in an ensemble.

Methodology. The process of diagnosing the quality of the interaction of a human-machine system with four elements of sub-
systems is studied using the example of the system “Operator—Machining Center — Control Program — Safe Environment”. The
main hypothesis of the study is the combination of several methods for determining the quality indices of human-machine interac-
tion, containing different configurations for determining the weight coefficients in the ensemble. A combined method for diagnos-
ing the quality of interaction between human-machine systems based on ensemble models, which include non-ensemble ones, has
been proposed. The ensemble index has been determined by averaging the non-ensemble indices. The defined ensemble indices
and element scores of the four subsystems are used as input scores to a multiple regression model to generate prediction.

Findings. Four combinations of ensemble indices have been developed and implemented in software, which are characterized
by a minimum value of the standard deviation compared to the existing ones. According to the results of experimental verification,
the proposed models demonstrate the value of the standard deviation of 0.1404; 0.1401; 0.1411; 0.1397, and the existing ones are
0.1532; 0.1535; 0.1532; 0.1532.

Originality. The combined ensemble method for diagnosing the quality of interaction between elements of subsystems takes
into account linear models with non-linear variables and different ways of determining weight coefficients.

Practical value. The scenario for the practical use of the results obtained is a possible option for optimizing production, where,
depending on the final result, specialists can adjust the value of a particular subsystem to achieve the desired result.
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Introduction. The quality of the interaction of human-ma-
chine systems in terms of practical value plays an important
role in the industry when adjusting the results of the systems.
But the limitations of existing models are not the display of the
behavior of nonlinear systems; in the absence of at least one
primary assessment, the model inaccurately describes the hu-
man-machine system [1]. In [2], the diagnostics of the subsys-
tem elements interaction has been carried out by ensemble
methods, which are programmatically implemented. This is
useful for dynamic changes in the states of a man-machine
production system with three or more subsystem elements.
The effectiveness of ensemble methods depends on their vari-
ety, where systematic biases are observed, which affects the
decrease in the accuracy of system diagnostics [3].

The bias problem is resolved through the use of complex
indicators of human-machine systems [4]. Solving displace-
ment problems is a well-known practice, and there are un-
solved problems in diagnosing the quality of interaction be-
tween elements of subsystems [5]. The problems are related to
the improvement of the existing mathematical tools or the de-
velopment of new ones for diagnosing the quality of interaction
between human-machine systems in production. Existing
models do not show the desired level of efficiency. In this re-
gard, the study on ensemble methods of the quality of interac-
tion between human-machine systems has been being updated.

Literature review. Existing research studies are focused on
the development and improvement of complex models de-
scribing complex human-machine (ergatic) systems. Diagnos-
tics of complex systems is carried out according to a typical
procedure [6]: data collection, model building, function study
and decision making. In [6], a general overview of convolu-
tional neural networks for machine diagnostics is provided,
and a description of the conditions and processes for collect-
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ing primary assessments from subsystem elements is given. By
monitoring information from sensors, various operating con-
ditions of machines are monitored, but the issue of diagnostics
of human-machine systems, taking into account the social and
safety subsystems, is not studied.

Data collection in complex systems, using the example of
a numerical control machine, is possible through various sen-
sors that are part of the system structure [7]. This allows for the
detection of equipment malfunction anomalies. Linear regres-
sion, nearest neighbors, random forest, and support vector
machines were used as tools. The selected research methods,
under the studied conditions, achieved a prediction accuracy
of 97.6 %, compared to other approaches with 95.5 and 95 %
respectively. However, in [7], there is no comparison of the
obtained results with other technologies, including ensemble
methods and neural networks. Researchers focus on Industry
4.0 and do not consider other features of production.

The description of complex systems of simulation models
requires a lot of resources, in particular, computation time [8].
Therefore, the urgent problem is the construction of metamod-
els or their application to solve specific practical problems at
industrial enterprises. The study proposes a new modeling
method based on evolutionary learning embedded in ordinal
optimization [8]. The advantage of the considering approach is
the features of the developed metamodel using genetic pro-
gramming. However, the study has been conducted within a
specific area, in particular, for planning the activities of work-
places, and the issues of solving other problems using the pro-
posed tools have not been studied. Perhaps, in this regard, the
features of building other metamodels have not been consid-
ered and a comparative analysis with existing ones has not
been carried out.

One of the ways to overcome the existing difficulties is the
life cycle of the metamodel, which considers the tools for
maintaining the model. The RAI4.0 metamodel from the
study [9] defines the modeling elements needed to describe
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systems designed according to the RAI4.0 reference architec-
ture. The proposed approach is certainly valuable, since in ad-
dition to the developed model, a tool has been proposed that is
compatible with the metamodel, automating the process of the
model use. At the same time, the automation of production
processes is a complex process that needs human resources,
funding, compliance with international standards, and secu-
rity. In addition, the presence of a large amount of data re-
quires careful protection and consideration of the conditions
of this planned storage of data on external media. But the
study does not consider the development of ensemble models
based on indices that consider both the synergistic effect and
the social component.

Another way to overcome existing contradictions is to im-
prove the structure of models or develop new metamodels. In
[10], a four-level structure is proposed for modeling informa-
tion about the production process based on a meta-model.
However, the proposed metamodel does not fully describe a
system with four elements of subsystems, where each element
of the subsystem has five possible states. The considered ap-
proach is complex and requires appropriate knowledge in
terms of mathematics and the relationship of the considered
models with UML. Since the object of study can be a system
with a large number of subsystem elements, where for their de-
scription it is necessary to consider the process of building
both models and metamodels. At the same time, an approach
to a specific object of study is proposed. The use of these ideas
on other objects of study requires qualified experts in this area.

The metamodeling methodology of simulation models
based on an artificial neural network is studied in [11]. Unlike
the existing ones, the proposed model accepts as input not
only numerical parameters but also control strategies. The
proposed approach [11] is of practical importance and is used
as an order-picking system. The disadvantages include the ex-
istence of both relative error outliers and an accompanying
statistical assessment of performance prediction accuracy.

Data assimilation based on an ensemble with extended
deep learning for high-dimensional nonlinear dynamic sys-
tems was studied in [12]. The authors used a hybrid Kalman
filter ensemble for diagnosing nonlinear dynamic systems. De-
spite the significant advantages of the proposed approach,
among the disadvantages, the need to use a large amount of
data was highlighted, the quality of which needs to be checked.
Thus, the system has limited universality, and spends signifi-
cant resources for complex calculations of a large number of
states.

The work [13] studies artificial intelligence in predicting
and managing the performance of engineering systems, where
the relationship between artificial intelligence and various
types of activities of human-machine systems is considered.
However, artificial intelligence can have a great impact on so-
ciety, in particular machine operators, by fully automating ma-
chine tools. Collecting data to predict the performance of en-
gineering systems is a cumbersome process that requires high-
quality data, simplicity, and training on representative sam-
ples. However, in [13], complex systems with 5 or more sub-
systems were studied, and systems with four elements of both
subsystems and methods for constructing metamodels were
not considered.

The behavior of complex systems can be determined by a
nonlinear risk assessment [14]. This approach aims to over-
come the subjectivity associated with qualitative analysis based
on expert judgments. The complexity of the approach is ex-
plained by the use of a sophisticated research toolkit. As a re-
sult, the formation of input data is conditioned by high accu-
racy, reliability, and validity.

The paper [15] proposes an ensemble method of hybrid-
extreme learning machine for online dynamic security assess-
ment of power systems. The constructed ensemble of models
takes into account additional information, which in turn en-
hances the model’s generalization capability. Incorporating

external parameters and control strategies, on the one hand,
improves the accuracy of the models, but on the other hand, it
complicates the model and goes beyond the scope of the study.

The detection of productive meta-models is performed by
solving classification tasks through the adaptation of deep
learning techniques, which have gained significant popularity
in other domains [16]. The approach proposed in [16] for
model classification is quite complex for a system with four
subsystem elements and requires a large amount of computa-
tion. Additionally, the considered approach may be sensitive to
changes in input assessments.

The paper [17] explored the issue of developing a refine-
ment of student performance assessment using fuzzy logic.
The proposed fuzzy model diagnoses the accuracy of student
assessments, taking into account various external factors, in-
cluding exercise complexity and effort, where the reliability of
the obtained data is confirmed by the t-test. However, the pro-
posed approach [17] is oriented towards the activities of an-
other system outside the production boundaries and requires
the development of a corresponding methodological frame-
work, which entails additional resources both in terms of ma-
terial and human resources.

Formulation of the purpose of the article and setting the
tasks. The purpose of the work is to use non-ensemble models
to develop an ensemble method for assessing the quality of in-
teraction between human-machine systems. It enables to ob-
tain more accurate estimates of the quality of interaction be-
tween subsystem elements and use them to diagnose complex
systems with four subsystem elements at industrial enterprises.

To achieve the goals set, the following tasks were set:

- to use a linear equation (non-ensemble model) to create
a mathematical model that links the four subsystems X, X;, X,
X, and the weighting coefficients A, to the initial variable /,;

- to develop a combined ensemble method for diagnosing
the quality of interaction between human-machine systems;

- to investigate the adequacy of ensemble models;

- to carry out experimental verification of models;

- to conduct a comparative analysis of both proposed and
existing indices.

Description of the methodology for conducting the study of
ensemble indices. The structure of the study provided for both
development and use of a combined method for diagnosing
production systems “Operator — Machining Center — Control
Program — Safe Environment”. A prerequisite for developing
a method for diagnosing the quality of human-machine sys-
tems interaction is the linear equation use to create a mathe-
matical model that links four subsystems and weights to the
original variable index.

The sequence of the model study involved the formation of
a representative sample, the study on abnormal values, the
proof of adequacy, reliability, convergence, and a comparative
analysis of existing approaches.

Determination of the sample size of theoretical estimates
was carried out by the rearrangement method. The general
population model was formed by questioning systems at in-
dustrial enterprises of Ukraine in 2017—2021. The formation of
the experimental sample was carried out on the basis of the
general population model of complex human-machine sys-
tems with a confidence level of 95 %, a confidence interval of
5 % using the enumeration method.

The existing samples were subjected to a study to identify
abnormal values by the interquartile spread method. After
that, a graphical interpretation of the results was made using
the functionality of both matplotlib and seaborn libraries.

Proving the model validity was carried out by using the
Kolmohorov-Smyrnov test at the significance level at p > 0.2
and generalizing new estimates. To summarize the scores, the
cross_val score function of the Sklearn library from n_
splits = 10, shuffle = True and scoring = ‘r2’ was used. Linear
regression, gradient boosting and random forest were used as
models. The independent variables were always the primary
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estimates of X, and the dependent variables were the ensemble

indices proposed 151 and the existing /1, 12, I3, 14 [17]. The
statistical significance of the cross-validation scores is tested
by a correlative t-test between the cross-validation scores and
the baseline scores. The null hypothesis is that there is no dif-
ference between the mean cross-validation score and the base-
line score. If the p-value of the correlative t-test is less than the
selected significance level of 0.05, then the null hypothesis is
rejected. The cross-validation results are statistically signifi-
cant. The implementation of a correlative t-test between cross-
validation scores and baseline scores is implemented by the
scipy.stats functionality, including ttest_rel.

The reliability and convergence of models based on the
proposed and existing input estimates was studied using the
multiple regression method in the statsmodels package. To
conduct it, multiple regression and analysis of the multiple de-
termination coefficient, model coefficients, p-values, t-statis-
tics and residuals were built. In the study on p-values, the null
hypothesis of the statistical significance of the coefficients was
tested at a significance level of 0.05. In the study on t-statistics,
the hypothesis that the coefficients differ from zero was tested
to confirm their significance.

The constructed model of multiple regression was also
used to diagnose the systems “Operator — Machining Cen-
ter — Control Program — Safe Environment”. It enables to ef-
fectively select operators and study their interaction with the
machining center, control program and safe environment.

Hence, there are several practical ways to use the method
for diagnosing the quality of the interaction of subsystem ele-
ments, in particular, to improve production efficiency. The
enterprise can select operators with different skill levels and
study their interaction with the machining center, the control
program, and the safe environment. Further examples are the
ability of the enterprise to control complexity level of the con-
trol program, the type of machining center performance, and
the environmental conditions in which the production process
is carried out.

Results. The combined method for diagnosing the quality
of interaction between human-machine systems based on en-
semble models of machine learning consists of six stages.

Stage 1. The formation of input estimates for the elements
of subsystems X1, X2, X3, X4 is carried out according to four
criteria. Each criterion has five answer options, one of which
be must chosen. For example, the questionnaire form is given
in Table 1.

Stage 2. Determination of indicators W1, W2, W3, W4,
W5, W6, W7 according to formula

=4 (XX—1/24) + 1, (M

where i, j are different indices of primary evaluations of sub-
system elements between 1 and 4, and i <.

Stage 3. ldentification of the weight coefficients of the
combined method for diagnosing the quality of interaction be-
tween human-machine systems. Depending on the research
objectives, a method for determining the weight coefficients is
chosen. Method 1. Weight coefficients are the same. Method 2.
Weight coefficients are determined based on the error rate of a
number of estimates X1, X2, X3, X4 and indicators W1, W2,

Table 1

Form for collecting primary estimates of four subsystems
of the production system

Evaluation criterion Answer options Assessment
Subsystem 1 Answers 1,2, 3,4, 5 1,2,3,4,5
Subsystem 2 Answers 1,2, 3,4, 5 1,2,3,4,5
Subsystem 3 Answers 1,2, 3,4, 5 1,2,3,4,5
Subsystem 4 Answers 1,2, 3,4, 5 1,2,3,4,5

W3, Wa, W5, We, W1. Method 3. Weight coefficients are de-
termined based on the percentage. Method 4. Weight coeffi-
cients are determined by the three methods described above
simultaneously (in parallel).

Stage 4. Diagnostics of the quality of human-machine in-
teraction based on averaging models. The choice of the meth-
od for evaluating human-machine interaction is carried out.
The basic studied model of the quality index of interaction
with the four elements of the /,, subsystems is defined in the
formula [18]

7
Loy =0 X, + 00X, + 0 Xy + 0, X, + Y AW, Q)
i=1
where 2, is the value of the specific weight of the weighting
coefficients; X; is evaluation of subsystem elements, deter-
mined using a questionnaire; W; evaluation of subsystem ele-
ments [1, 5], determined using a questionnaire (1).

Method 1. 1 é, index construction using the same weight-
ing coefficients according to the formula (2).

Method 2. Construction of index 7, é, based on weight co-
efficients considering the errors in the series of estimates X1,
X2, X3, X4 and indicators W1, W2, W3, W4, W5, W6, W1
according to the formula (2).

Method 3. Construction of index 1 é, based on weight co-
efficients indices, which are indicated on the basis of the per-
centage according to the formula (2).

The initial values of the models are converted into a di-
mensionless scale from 0 to 1 according to the known formula

IQlij = IQlij/IQl max;»

where Ij; is the actual index value; [y, y,y; is the maximum
index value.

The obtained dimensionless values of the assessments are
used to determine the indices by method 4.

Method 4. Building an index based on the averaging en-
semble model. It separately includes several models. Models

are defined by methods 1, 2, 3 — 1(31, formula

1, = +13,+13)/3,

where 1(12, is the interaction quality index, considering the

synergistic effect with the same weighting coefficients A!; 1 é,
is the interaction quality index, considering the synergistic ef-
fect, determined on the basis of the absolute errors of the series

of estimates; /, 5, is the interaction quality index, considering

the synergistic effect, where the weighting coefficients A3 are
determined based on the percentage.
To obtain special cases, the definition of ensemble indices

is necessary from the set of non-ensemble indices NA =
={I] o1 Q,,I 51} to find the number of all combinations with

I}, I}, each twice using the known formula
C3,=NAY(QUNA-2))),

where 2 is the total number of elements in the set.

For the specified case C3, =3!/(2/(3-2)!)=3. Thus, from
set {1y, 15;,15;} three possible pairs of elements have been
formed (1;,15;), and (I3;,1},). The resulting pairs of indi-

ces form a new representation of formula / 3, for a particular
case.

If there is a set from n elements {/};,15;,...13;}, and itis

necessary to calculate the ensemble indices 1 for k = 1 for
n — 1, the following formula is used
14k =k + ]<k+1>)/2 3)
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where k is the k" element in the set of ensemble indices; k + 1
introduces (k + 1) in the set of ensemble indices.
Formula (3) calculates average k and (k + 1) elements to

achieve ensemble index /, 5," It is used only for calculating the

ensemble index / g',k for k =1 to n — 1, thus, for k = n there is
no (n+1) element.

Stage 5. Formation of reporting tables. The results of the
ensemble determination are shown in Table 2.

Stage 6. Outputting the results to the interface. The pro-
posed approach can be programmatically implemented and
used to diagnose the systems “Operator — Machining Cen-
ter — Control Program — Safe Environment”. It enables to ef-
fectively select operators and study their interaction with the
machining center, the control program and the safe environ-
ment.

Based on this, there are several practical ways to use the
method of diagnosing the quality of the interaction of subsys-
tem elements, in particular, to improve production efficiency.
The enterprise can select operators with different skill levels,
and study their interaction with the machining center, the
control program and the safe environment. Further examples
are the ability of the enterprise to control the level of control
program complexity, the type of machining center perfor-
mance, and the environmental conditions in which the pro-
duction process is carried out.

Experimental verification of the proposed approach in-
volved the use of a model of the general set of N =541 produc-
tion systems. With a confidence level of 95 %, a confidence
interval of 5 %, a representative sample was formed in the
number of n = 225 production systems, a diagnostic test of
2021. In order to correct or delete the questionnaires of re-
spondents who did not express a desire to take part in the
study, the optimal size of the study sample was increased by
10 % to n, = 250 production systems.

The collection of primary assessments was carried out at
industrial enterprises using questionnaires, where the research
objects were the production systems “Operator — Machining
Center — Control Program — Safe Environment”. Fixed in the
software environment, the primary estimates collected by the
questionnaire are used to conduct the study. The results of cer-
tain ensemble indices on a five-point scale, converted into a
dimensionless scale, are shown in Table 3.

The obtained experimental estimates of the ensemble indi-
ces were subjected to a study in order to identify anomalous

Table 2

The results of determining the ensemble indices of the quality of
the interaction of the elements of the subsystems of the system

Ensemble index models
No. | System name . " " -
1 o1 1 o1 1 o/ 1 oI
1 | System I I3, I3} 133 I3}
4 4. 42 43
2 | System 2 14 13 I} 15
n | Systemn 1, 15 132 153

values. Indexes 1g,, 15/, 157, 15 have upper limits 0.959;
0.955;0.968; 0.95 and lower limits 0.122; 0.122; 0.127; 0.121. In
all series of estimates of ensemble indices, two anomalous val-
ues were found (system 197 and system 224, which have pri-
mary estimates 4; 5; 5; 5 and 5; 5; 5; 4; 5), what in turn af-
fected the size of the updated experimental sample (n; =
= 248 selection systems).

The ensemble indices, in a certain experimental way, are
characterized by the support of the condition of normal distri-
bution. This is evidenced by the calculation results of the Kol-

mohorov-Smyrnov criterion for the indices 13,, 15/, 157,

13‘,3 and are 0.0635; 0.0621; 0.0645; 0.0624 at p > 0.2.

In Table 4, the study results of the proposed and existing
approach are shown by generalizing ability based on models of
estimates built using an experimental sample.

The results obtained indicate a high consistency of models
with marks, which was statistically confirmed by the correla-
tive t-test. This means that the models are accurate in predict-
ing scores. Generalizing ability on estimates of existing indi-
ces, in particular, the multiple regression model has signs of
overfitting, since the multiple coefficient of determination is
1.0. The results obtained indicate the convergence of the mod-
els built on the basis of both proposed and existing estimates
according to the criterion of the multiple coefficient of deter-
mination.

The study on the model reliability was carried out by con-
structing a multiple regression model, which was used to pre-
dict the level of quality of interaction between the elements of

subsystems. Received Models: 13, =0.0505X, +0.0511X, +
+0.0504X,+0.0503X,; 13} =0.0501X,+0.0510X,+0.05X, +
+0.05X,+0.05X; [3’,2 =0.0506X,+0.0517X, +0.0507.X; +

+ 0.0507)(4;13‘,3 =0.0509X,+0.0507.X,+0.0495X,+0.0501.X,,.
The results of studies on the coefficients of four multiple linear
regression models indicate the presence of a relationship be-

tween the ensemble index 7/ and the primary X estimates.
The obtained study results of p-values of the constructed mod-
els indicate the statistical significance of the relationship be-
tween each independent and dependent variable. According to
the results of the study on #-statistics, each of the coefficients is
statistically significant at 0.05. Thus, the constructed multiple
regressions prove the reliability of ensemble and primary esti-
mates, since their coefficients are statistically significant.

The practical interpretation of the results obtained is ex-
plained by the existence of a relationship between the esti-
mates of subsystem elements, the complexity level, the type of
processing center productivity, the operator’s qualification
level, working conditions and the interaction quality index.
Thus, by adjusting the estimates of the subsystem elements X1,
X2, X3, X4, it is possible to change the level of the interaction

quality index /, é,, which affects the production efficiency and
productivity made by the system.

For example, an enterprise can increase the level of the in-
formation subsystem (control program for manufacturing a
part) by selecting the appropriate values and monitor the level
of interaction quality. Thus, the practitioner can use the pro-
posed equations of the model.

Table 3
Results of human-machine system quality indices on experimental sample (7, = 250 production systems)
No. System name I3 13 I3 3
1 System 1 1.146 0.247 1.144 0.247 1.152 0.248 1.145 0.247
250 System 250 4.633 1.0 4.632 1.0 4.645 1.0 4.626 0.998
Total amount 625.28 134.9 623.43 134.5 633.55 136.3 618.87 133.7
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Table 4

The results of the study of the proposed and existing
approach by generalizing ability based on models of estimates
built using an experimental sample (#,, = 248 production

systems)
Dependent variable Multiple Gradient Random
proposed/existing regression boosting forest
151/11 0.99/1.0 0.98/0.98 0.94/0.94
1311/12 0.99/1.0 0.98/0.98 0.94/0.94
13‘,2/13 0.99/1.0 0.98/0.98 0.94/0.94
157 /14 0.99/1.0 0.98/0.98 0.94/0.94

The comparative analysis of the proposed and existing in-
dices of the quality of interaction between human-machine
systems was carried out according to the standard deviation
criterion. The existing method for determining the index is
based on a linear convolution model with four variables. The
weight coefficients of the existing linear convolution model are
determined in the same way as the proposed approach, fol-
lowed by the formation of ensemble models. The comparative
analysis of both proposed and existing ensemble indices was
carried out on the basis of the standard deviation for estimates
of the experimental sample (#,; = 248 production systems).

On the basis of the standard deviation, the proposed ensem-
ble indices have an advantage over the existing ones. Thus, the

standard deviation of the proposed ensemble indices 7, S 1 é‘,',

157, 157 on the experimental sample is 0.1404; 0.1401; 0.1411;
0.1397 and existing 0.1532; 0.1535; 0.1532; 0.1532 respectively.
The best value of the standard deviation was demonstrated by
the model of ensemble indices, which is 0.1397. Certain values of
the standard deviation based on the theoretical sample confirm
the validity and reliability of the results obtained.

Conclusions. The task of developing a mathematical model
connecting the subsystem elements and weight coefficients has
been solved by using a linear equation with non-linear trans-
formations of input variables.

The task of developing a combined method for determin-
ing the interaction property of human-machine systems has
been solved by using the averaging ensemble model, which in-
cludes different methods for determining weight coefficients
and indices.

The problem of proving the adequacy of the proposed
models of ensemble indices has been solved by using a number
of actions. The following steps were used: outlier analysis by
interquartile spread method; support determination for the
condition of normal distribution by the Kolmohorov-Smyrnov
criterion; convergence testing by examining the generalizing
ability of estimates by machine learning models; the reliability
of the approach has been confirmed by building multiple re-
gression models, where their statistical significance has been
confirmed.

Experimental verification of the proposed indices has con-
firmed the reliability and convergence of the reflection of the
model behavior based on a representative experimental sample.

The comparative analysis of the proposed and existing in-
dices was carried out by using the standard deviation criterion.
Based on the experimental sample, the proposed models dem-
onstrate the value of the standard deviation of 0.1404; 0.1401;
0.1411; 0.1397, and existing 0.1532; 0.1535; 0.1532; 0.1532 re-
spectively.

From a practical perspective, the proposed indices dem-
onstrate an assessment of the interaction quality, which more
accurately reflects the adjustment of subsystem element ele-
ments to obtain the desired level of interaction between sub-
system elements.

Acknowledgements. The team of authors is grateful to Ly-
senko Mykola Volodymyrovych, the Associate Professor of the

Department of Economics, Entrepreneurship and Marketing of
National University “Yuri Kondratyuk Poltava Polytechnic”,
Jfor giving recommendations on methods for diagnosing complex
systems.

References.
1. Zhang, Y., Liu, W., Shi, Q., Huang, Y., & Huang, S. (2022). Resil-
ience assessment of multi-decision complex energy interconnection
system. International Journal of Electrical Power & Energy Systems, 137,
107809. https://doi.org/10.1016/j.ijepes.2021.107809.
2. Komelina, O., Dubishchev, V., Lysenko, M., & Panasenko, N.
(2018). Ukraine Unified Transport System Potential and Its Develop-
ment Management Effectiveness Integral Assessment. Infernational
Journal of Engineering & Technology, 7(4.3), 633. https://doi.
org/10.14419 /ijet.v7i4.3.19972.
3. Belitz, K., & Stackelberg, P.E. (2021). Evaluation of six methods
for correcting bias in estimates from ensemble tree machine learning
regression models. Environmental Modelling & Software, 139, 105006.
https://doi.org/10.1016/j.envsoft.2021.105006.
4. Yu, C., Zhu, Y.-P., Luo, H., Luo, Z., & Li, L. (2023). Design as-
sessments of complex systems based on design oriented modelling and
uncertainty analysis. Mechanical Systems and Signal Processing, 188,
109988. https://doi.org/10.1016/j.ymssp.2022.109988.
5. Zhang, K., Shao, X., Chen, Z., Liu, X., & Wang, W. (2021).
A multi-level diagnostic method for a human-machine system based
on the fusion of ELM and the D-S evidence theory. Information Fu-
sion, 22. https://doi.org/10.3390/s22155902.
6. Jiao, J., Zhao, M., Lin, J., & Liang, K. (2020). A comprehensive re-
view on convolutional neural network in machine fault diagnosis. Neu-
rocomputing, 417,36-63. https://doi.org/10.1016/j.neucom.2020.07.088.
7. Justus, V., & Kanagachidambaresan, G.R. (2022). Intelligent Sin-
gle-Board Computer for Industry 4.0: Efficient Real-Time Monitoring
System for Anomaly Detection in CNC Machines. Microprocessors and
Microsystems, 104629. https://doi.org/10.1016/j.micpro.2022.104629.
8. Ghasemi, A., Ashoori, A., & Heavey, C. (2021). Evolutionary
Learning Based Simulation Optimization for Stochastic Job Shop
Scheduling Problems. Applied Soft Computing, 106, 107309. https://
doi.org/10.1016/j.as0c.2021.107309.
9. Lépez Martinez, P., Dintén, R., Drake, J.M., & Zorrilla, M.
(2021). A big data-centric architecture metamodel for Industry
4.0. Future Generation Computer Systems, 125, 263-284. https://doi.
org/10.1016/j.future.2021.06.020.
10. Yang, B., Qiao, L., Zhu, Z., & Wulan, M. (2016). A Metamodel
for the Manufacturing Process Information Modeling. Procedia
CIRP, 56, 332-337. https://doi.org/10.1016/j.procir.2016.10.032.
11. Dunke, F., & Nickel, S. (2020). Neural networks for the metamod-
eling of simulation models with online decision making. Simulation
Modelling Practice and Theory, 99, 102016. https://doi.org/10.1016/j.
simpat.2019.102016.
12. Chattopadhyay, A., Nabizadeh, E., Bach, E., & Hassanzadeh, P.
(2023). Deep learning-enhanced ensemble-based data assimilation for
high-dimensional nonlinear dynamical systems. Journal of Computa-
tional Physics, 445, 110613. https://doi.org/10.1016/j.jcp.2023.111918.
13. Ochella, S., Shafiee, M., & Dinmohammadi, F. (2022). Artificial
intelligence in prognostics and health management of engineering sys-
tems. Engineering Applications of Artificial Intelligence, 108, 104552.
https://doi.org/10.1016/j.engappai.2021.104552.
14. De Souza, I.T., Carolina Rosa, A., Patriarca, R., & Haddad, A.
(2022). Soft computing for nonlinear risk assessment of complex so-
cio-technical systems. Expert Systems with Applications, 117828. https://
doi.org/10.1016/j.eswa.2022.117828.
15. Singh, M., & Chauhan, S. (2023). A hybrid-extreme learning ma-
chine based ensemble method for online dynamic security assessment
of power systems. Electric Power Systems Research, 214, 108923.
https://doi.org/10.1016/j.epsr.2022.108923.
16. Nguyen, P.T., Di Ruscio, D., Pierantonio, A., Di Rocco, J., &
Tovino, L. (2021). Convolutional neural networks for enhanced clas-
sification mechanisms of metamodels. Journal of Systems and Soft-
ware, 172, 110860. https://doi.org/10.1016/].jss.2020.110860.
17. Krouska, A., Troussas, C., & Sgouropoulou, C. (2019). Fuzzy
Logic for Refining the Evaluation of Learners’ Performance in Online
Engineering Education. European Journal of Engineering Research and
Science, 4(6), 50-56.
18. Laktionov, O. (2021). Improvement of methods for determination
of quality indices of interaction elements of system subsystems. East-
ern-European Journal of Enterprise Technologies, 6(3(114)), 72-82.
https://doi.org/10.15587/1729-4061.2021.244929.

142 ISSN 2071-2227, E-ISSN 2223-2362, Naukovyi Visnyk Natsionalnoho Hirnychoho Universytetu, 2023, N° 4



JlocaikeHHs: KOMOIHOBAHHX aHCaAMOJIEBHX
METO/IB MiarHOCTHKHU SIKOCTi B3a€MOii
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0. . Jlakmionos®, JI. I. Jlesi, A. B. Tpem’six, M. A. Mosin
HauionansHuuit yHiBepcuteT «ITonTaBehKa mosiTexHika iMe-
Hi Opis Konaparioka», m. [TonraBa, Ykpaina
* ABTOp-KOpecnoHaeHT e-mail laktionov.alexander@ukr.net

Mera. HocmimkeHHsT Tpoliecy 00’€THAHHS NEKiTbKOX
METO/iB BU3HAUYEHHSI iHAEKCIiB SIKOCTi JIIOAMHO-MAlIMHHOI
B3aEMO/I1, IO MiCTSTh pi3Hi KOHbITypallii BU3BHAUEHHS Baro-
BUX KoeilieHTiB y aHcaMOJTi.

Mertoauka. JlocimKeHO MpoUeC AiaTHOCTUKU SIKOCTi
B3a€EMOJIT JTIOAUMHO-MAIIMHHOI CUCTEMU 3 YOTUPMA eJIEeMEH-
TaMU TicUCcTeM Ha TipuKiani cuctemu «Omnepatop — O6po-
omoBanbHuil HeHTp — Kepyloua nporpama — besneuHe ce-
penoBuiie». OCHOBHOIO TilTOTE3010 MOCIIIKEHHSI € 00’€M-
HaHHSI JeKiJIbKOX METO/iB BUSHAYEHHS iHAEKCIB SIKOCTI JI10-
JIMHO-MaIlIMHHOI B3a€MOII, 110 MiCTATh Pi3Hi KOHIryparii
BU3HAUEHHS BaroBUX Koe(illieHTIiB y aHcaMO1i. 3anporoHo-
BaHO KOMOIHOBaHUII METOI JiarHOCTUKU SIKOCTi B3a€MOJIii
JIIOAVMHO-MAIIMHHUX CUCTEM Ha OCHOBi aHCaMOJIeBUX MOJe-
JIe, 1110 BKJIIOYalOTh Y CBOill OCHOBI HeaHcamOJieBi. AHcamO-
JIEBUI iHIEKC BU3HAYAETHCS ILJISIXOM YCEpeIHEHHS HeaH-

cam0OseBUX iHAeKciB. BusHauyeHi aHcamOieBi iHAeKcU Ta
OI[iHKY €JIEMEHTIB YOTUPHOX MiJICUCTEM BUKOPUCTOBYIOTHCS
SIK BXiJIHi OLLIHKM MOJIeJli MHOXKMHHOI perpecii s CTBOpeH-
HS$1 TIPOTHO3IB.

PesyabraTn. Po3po0iieHi Ta mporpaMHo peajli3oBaHi 4o-
TUPU KOMOiHallil aHcamMOJIeBUX IHIEKCIB, IS SIKUX Xapak-
TepHE MiHiMaJIbHE, MOPIBHSHO 3 iCHYIOUMMU, 3HAUYEHHS Cce-
PEeNHBbOKBAAPATUIHOTO BiIXWUJIEHHs. 3a pe3ylbTaTaMU eKC-
NnepuMeHTaIbHOI BepMdikallii 3arponoHOBaHi Mojedi Je-
MOHCTPYIOTh 3HAUEHHST CEPeAHbOKBAIPATUYHOTO BiIXWIEH-
Hs1 0,1404; 0,1401; 0,1411; 0,1397, a icuyroui 0,1532; 0,1535;
0,1532; 0,1532.

HayxoBa HoBM3Ha. KombiHOBaHMi1 aHCcamOi1eBUil MeTOR
JIIarHOCTUKU SIKOCTi B3aEMO/Iii €JIEMEHTIB IMiICUCTEM Ypaxo-
BY€E JIiHii{Hi Mozesli 3 HeJiHiHHUMU 3MiHHUMM U Pi3HUMU
croco6amMy BU3HAYEHHS BaroBUX KOe(illiEHTIB.

IIpakTiyna 3HaunmicTh. CleHapieM MPaKTUYHOTO BUKO-
pUCTaHHSI OTPUMAHUX PE3YJAbTATIB € MOXJIMBUN BapiaHT
OINTUMI3allii BUPOOHUIITBA, ¢ 3aJIeKHO Bill KiHIIEBOro pe-
3ynabTary (haxiBili MOXYTb PEeTylioBaTU 3HAYEHHS KOHKPET-
HOI MiICUCTEMMU JJIsI JOCSITHEHHST HEOOXiTHOTO pe3yybTaTy.

KuouoBi ciioBa: ancambnesuil indexc, mooens ycepeoHeHHs,
HeAIHIlIHULL 36°30K, AIHilIHe DIBHAHHSA, HeAIHIlIHe nepemEopeHHsl,
IT-mexnonoeii
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