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Iean. C pazBuTveM TEXHOJIOTUM TTepeaayu 00b-
IMX 00bEeMOB, MHTCJUICKTYAJTBHBIM aHaIN3 BpeMcH-
HBIX PSIIOB CTaJl BAaXKHOM TeMoIf, KOTopasl TIpUBJIeKa-
eT K cebe BHUMaHue oObliectBeHHOocTU. Ha ocHoBa-
HUM KOPPEISIIIUM U OOITHOCTA BPEMEHHBIX DPSIIOB,
paccMoOTpeHa ObICTpasi MOIEIb MHTEIUIEKTYaJIbHOTO
aHaJM3a BPEeMEHHBIX MOCIEN0BaTEIbHOCTE.

Metonuka. IlpeanoxeH MeTon omnpeaeacHUs
KOppeIsIUui, OCHOBAaHHBIM Ha OCOOEHHOCTSIX COOT-
BETCTBYIOIIIEro KoaddureHTa CiBUHYTONH BpEeMeH-
HOI1 TTocJIenoBaTeIbHOCTH. B KoHeUHOM cueTe, Ipe-
JIOKeHa OBICTpasi MOEIb WHTEJUICKTYaJIbHOTO aHa-
JIN3a BPEMEHHBIX ITOCIIEIOBATEILHOCTE, OCHOBAH-
Has Ha TCOPUU CEPBIX CUCTEM.

PesynbraTel. MeTomonorust onpeneieHust Kop-
peaLnU, IPeMIOKeHHAS B JaHHOI paboTe, SIBJISIeT-
cd bosree appeKTUBHOM, YeM KO (PUILIMEHT JIMHEH -
HoMl koppensuuu IupcoHa, kodpGUIIMEHT paHTO-
Boii Koppensiuuu CrimpmeHa, Ko3(@UIMEeHT paHro-
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Purpose. With the growing demands of image processing on the Internet, image compression and encryption
have been playing an important role in image protection and transfering. In this paper we will investigate deep
learning technology in image compression, and chaotic logistic map in image encryption, to obtain a scheme in
image compression and encryption. We have evaluated this scheme with some performance measures and results
show it is effective.

Methodology. We formulate the scheme using deep learning and chaos. With the deep learning technology,
levels of features are extracted from an image and a certain level of features can be used as a compressed represen-
tation of the image. Chaos is used to encrypt the compressed image.

Findings. We first introduceda five-layer Stacked Auto-Encoder model, which is trained by the Back Pro-
pogration method, and then we obtained the compressed representation of an image. By using the logistic map
method, a pseudo-stochastic sequence is generated to encrypt the compressed image.

Originality. We conducted a study of image compression and encryption. Image characteristics are extracted
from an arbitrary level of our deep learning model, and they are used as the compressed representation of the im-
age. The research on this aspect has not been found at present.

Practical value. We have evaluated this scheme on several randomly selected images. And results show it is
robust and can be widely used for most images.

Keywords: stacked auto-encode, deep learning, image protection, image feature, image compression, im-
age encryption
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Introduction. With the development of multime-
dia technology and communication technology, mul-
timedia entertainment has played an important role in
people’s daily lives. Pictures and videos take up the
main part of multimedia entertainment. It brings aus-
tere challenge to store and transmit those data, and
puts forward higher requirement on the limited-band-
width Internet, especially for large and high-quality
digital images. The limited bandwidth of the Internet
greatly restricts the development of image communi-
cation, and thus the image compression technology
has been attracting more and more people’s attention
[1]. The purpose of image compression is to represent
and transmit the original large image with minimal
bytes, and to restore the image with not-so-bad quali-
ty. Image compression reduced the burden of image
storage and transmission on the network, and achieved
rapid real-time processing on line. The information of
an image is fixed, but the different representations of
the image lead to different changes in the amount of
data stored in the image. So in the representation with
larger amount of data, some data is useless or represent
the information that is represented by other data, they
are irrelevant or redundant. The main purpose of im-
age compression is to compress the image by removing
redundant or irrelevant information, and to store and
transmit digital compressed data on a low bandwidth
network.

Image compression techniques can be traced back
to the digital television signals proposed in the year of
1948. There is almost 70 years of history. During this
period there have been a variety of image compression
coding methods. Especially in the late 1980s, due to
the wavelet transform theory, the fractal theory, the ar-
tificial neural network theory and the visual simula-
tion method, image compression technology was well
developed. Image compression methods can be classi-
fied into two kinds: one may lose information during
compression, and the other one can keep full informa-
tion, that is, lossless coding methods and limited-dis-
tortion coding methods. Lossless coding methods will
not suffer loss of information after compressing imag-
es, yet without a good compression ratio. The basic
principle of this kind of methods is as follows: an im-
age consists of features, using the statistical features of
the image, if a feature appears many times in the im-
age, it will be encoded in shorter bits, and if a feature
appears only once or limited times, it will be encoded
in longer bits. And a complete image is always com-
posed of a large number of repeated features. Accord-
ing to that, the image will be represented by many
short-bits coding features and few long-bits coding
features. On the basis of guaranteeing the image qual-
ity after compression, limited-distortion coding meth-
ods maximize the compression ratio. The original im-
age and the compressed image look very similar though
some information has changed. The normally used
limited-distortion coding methods are: the predictive
coding method, the transform coding method and the
statistical coding method. The limited-distortion cod-
ing method is more frequently used than the lossless
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coding method because the former has a larger com-
pression ratio. Its premises guarantee visual effects,
which remove the information that the human eyes are
not sensitive to.

The features of images can be learned automati-
cally using deep learning models, rather than proposed
manually. Suitable features can improve the perfor-
mance of image recognition. Over the past years, fea-
tures of images were always specified manually that
depended on the designers’ prior knowledge, and the
number of features were very limited. Deep learning
models can learn unlimited number of features auto-
matically. A good feature-extraction method is a pre-
requisite for optimization of image processing. Using
deep learning models, unpredictable features of imag-
es can be learned, and these unpredictable features can
also be used for image protection. In this study, we
proposed a model to compress and encrypt images.
Based on SAE, a multi-layer model is constructed. An
image is put into the first layer and the output data
from a different level of layers reconstruct the original
image at a different level of comprehension. If the size
of the output data from an arbitrary layer is smaller
than the size of the original image, the representation
at this layer is a compression representation. Because
the model has more than one hidden layer whose neu-
rons are smaller than the input layer’s, the model can
achieve multiple levels of features, and each level of
features represents a compressed image. So, multiple
compression ratio can be obtained using this model.
The compressed image is further encrypted using cha-
otic logistic map. This model can be used in tasks that
have certain requirements for image transmission
speed and security.

Analysis of the recent research and publica-
tions. Stacked Auto-Encoder. Auto-Encoder (AE)
is a single hidden layer model, and is an unsupervised
learning neural network, Fig. 1, b. It is actually gener-
ated by two identical Restricted Boltzmann Machine
models (RBMs) [2], Fig. 1, a. A RBM and a reversed
RBM generate an AE model. Stacked Auto-Encoder
(SAE) is a multilayer AE, it is composed of several
AEs. The previous AE’s output is the later AE’s input,
i.e. several AEs’ encoding sections are put together
one by one and their decoding sections are put togeth-
er in reverse order. This is a more complex AE model,
having several hidden layers rather than one. Using
greedy training methods, monolayer AE can be trained
to learn weights directly, however, it is hard for SAE
because several more hidden layers would consume
too much computation time. In order to cut down the
training time, the training process of SAE is divided
into two steps: pre-training and fine-training. At first,
each hidden layer is trained one by one, then the entire
model is trained using the Contrastive Divergence
(CD-k) [3].

In Fig. 2, the left three layers (X, A,, h,) consti-
tute the encoding part of the SAE model. In the pre-
training phase, the input data Xis encoded and yield 4,
and then 4, isdecoded and yield X”, the errore= X" — X,
e is used to adjust the weights between the layer X and
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a — Restricted Boltzmann Machine (RBM); b — Au-
to- Encoder
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Fig. 2. Stacked Auto-encoder

the layer 4,; then the output value of previous AE is set
as the input data of layer 4, it is encoded and yield 4,,
h, is decoded and yield /47, the weights between the lay-
er &, and the layer 4, are adjusted using e = 4 — h,; after
multiple encoding and decoding operations, pre-opti-
mal parameters (W, b) are obtained, and they make the
model easy to train in the fine-training phase.

The encoding part (X, &,, h,) of the SAE model is
flipped to get a decoding part: (4,, A7, XT). The two
parts are combined to form a model that has the func-
tions of encoding and decoding, Fig. 2. In the fine-
training phase, the weights are finely adjusted so that
the optimal solution is closer little by little. Using the
CD-k algorithm and the gradient descent algorithm,
the fine-tuning process gradually approximates the
optimal solution of the model. The detailed fine-train-
ing process is described as the following steps [4]:

1. Feedforward processing is performed by com-
puting the activation for each middle layer.
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2. The grade error for the output layer is

8" = ~(y=a"")- f"("). (1)
3. The grade error for every middle layer is
80 =W ) §) 11", 2)
4. The partial derivatives
T
Vol (W.bx,y) =8 (a") ; 3)
Voo d (W.bix,y) =8, “)

5. The overall cost function is set as the following

J(W,b)={%2’J(W,b;x(i),y(i))}- 5)

SAE has strong representation expression ability
and advantages of deep neural networks. AE can learn
the characteristics of input data, then SAE can learn
multi-level characteristics. In the first hidden layer,
SAE can learn first-order features of the input data; in
the second hidden layer, SAE can learn second-order
features of the input data. E.g. the input data is a set of
images, the first hidden layer may learn a collection of
edges, and the second hidden layers may learn how to
combine a number of edges together to form an out-
line, a higher hidden layer may learn much more vivid,
special and meaningful features. Features of each level
can help us better operate image processing, such as
image classification, information retrieval of images,
and so on. These features can also be used to compress
images. For example, an image with 100 pixels is put
into the input layer, the input layer has 100 neurons,
each pixel is put into a corresponding neuron, then a
hidden layer with only 10 neurons yields a 10-dimen-
sional vector, which owns features of the input data
and can be considered as a reconstruction of the input
image, so this image is compressed and the compres-
sion ratio is 10.

Image encryption schema using chaotic logistic
map. Chaos-based cryptographic algorithms have su-
ggested efficient ways to develop secure image encryp-
tion. These algorithms are sensitive to their initial con-
ditions. Any tiny change can cause greatly different
responses that guarantees the efficiency of encryption
schemas. The logistic map is one of them. It is an iter-
ated logistic map that has proved great importance in
many fields of information processing. Such fields in-
clude but are not limited in the following: population
of biology, chemistry, encryption, communication
and ecology. It also works in modelling the dynamics
of a single species. The stability and bifurcation of the
logistic map has been studied a lot, such as Cohen-
Grossberg neural networks with delays [5] and the
Neimark-Sacker bifurcation with delay [6].

The logistic map is of a non-linear recursive rela-
tion. It can suggest deterministic chaos. Its mathemat-
ical equation is written as

xn+1:rxn(l _xn)> (6)
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where X, is an initial condition which is a float number
between 0 and 1 (exclude 0 or 1), r is a positive con-
stant which is also a float number between 3.5699 and
4 (include 4, and 3.5699 is an approximation). After NV
iterations, a sequence will be obtained. The sequence
is like the form of {x,, x,, X3, ..., x»}. It is a stochastic
sequence which can further be used for encryption
tasks. In this study, the initialized number X, is gener-
ated from the SAE model, and then is used for image
encryption.

Image compression encryption model. The im-
age is compressed using the SAE, and then the com-
pressed image is encrypted using the sequence gener-
ated by the chaotic logistic map.

The diagram in Fig. 3 shows the algorithm of this
model. See the following for detail:

1. Initialization. A five-layer SAE model is con-
structed (Fig. 2). In the model, the second layer has a
smaller number of neurons than the input layer in or-
der to realize the primary image compression, and the
third layer has a smaller number of neurons than the
second layer in order to realize the second-stage image
compression. The rest fourth and fifth layers are sepa-
rately the mirrors for the second and first layers. In the
study of image processing using Convolutional Neural
Networks (CNN), it was supposed and has been
proved by a large number of experiments [7] that an
image could be divided into a number of regions and
the characteristics learned by CNN from different re-
gions are similar or even the same. We use this suppo-
sition in our study. The image is divided into pieces
which have the same size. Every piece is a sample.
A training set consists of all pieces from one single im-
age. For the convenience of handling images in SAE,
values in this data set will be normalized as float num-
bers in the range of 0 to 1 before they are put into the
model. Our model is trained using this normalized
data set. Levels of learned features will be anti-nor-
malized to get the final output, which are values of pix-
els for a compressed image. According to the dense
representation, the image is compressed. The constant
ris initialized.

2. Learning compression representation using the
SAFE model. The activation function f () is a nonlinear
function, and the sigmoid function is used in the ex-
periment. By training the SAE model, we get a com-
pression representation from an arbitrary hidden layer.
This representation then forms a compressed image.
Because the sigmoid function output is a float number
between 0 and 1, which meets the requirements for ini-

Plain Image r

SAE L Chaotic Logistic

Map

[T I

Levels of .
repr:sv:niaotions Chaotic Encrypted
VoL Sequence
Compressed Compressed

Image

Image

Fig. 3. The compression encryption model
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tializing x;, a certain one from the output values is cho-
sen as x,. In the experiment, the first one is chosen.

3. Generating a chaotic sequence. Using chaotic
logistic map with x; and r, a sequence .S'is generated, S'=
={x1,%y, X3 ..., Xy}, where NVis the size of the compressed
image, e.g., a compressed image has 100 = 100 pixels,
N =100 * 100 = 10000.

4. Image encryption and image decryption. The
encryption and decryption functions are described
following, where E is the encrypted image, C is the
plain image (the compressed image), .S'is the sequence
generated in step 3), bitxor(-) is a bit XOR function

E =bitxor(C, S); 7
C =bitxor(E, S). 8)

5. Image reconstruction. The compressed image is
recovered through the SAE model. Fig. 2, if the com-
pressed image came from the layer of 4,, a new model
is reconstructed with only the layers of {X, A,, A,}
which shares the parameters learned in step 2). The
compressed image is normalized and is put into the
layer of 4,, then the output from the layer of X repre-
sent the recovered image.

The practicability of the algorithm will be verified
in the next section.

Experiments. This new model was evaluated on
several images taken from the standard set of images.
They are house, airplane, lake and pepper. They have
the same size as 512 by 512. Images split into pieces
with the same size of 8 by 8. The number of neurons in
the input layer was 64, and the number of neurons in
the hidden layers was adjusted to achieve different
compression ratios (CRs), thatis, 4 : 1 and 16 : 1 for 16
and 4 neurons. In the back part of this section, the
compressed images were encrypted. Correlation Anal-
ysis was performed to evaluate the effect of the encryp-
tion schema.

Compression effects are shown in Fig. 4. In order
to quantitatively verify the effects, Mean Square Error
(MSE) and Peak Signal-to-Noise Ratio (PSNR) are
introduced. MSE [8] is the average of the square of the
difference between the expected response and the ac-
tual output. It is also called squared error loss. PSNR
[9] is the ratio of maximum power of the signal and the
power of noise. It is commonly used to measure the
quality of reconstruction in image compression. Their
mathematical definitions are following equations

1 m=1 n-1
o 2 o=@ DF: )
2
PSNR=101og, | A% (10)
MSE

where MAX; is the maximum possible pixel value of
the image, that is 255 in this experiment, m * n is the
image size, [ is the original image and /y is the recon-
structed image.

MSE and PSNR were computed for three primary
colour channels (Red, Green and Blue, also called
RGB), respectively. And the results at the CRs of 4 : 1
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Fig. 4. Compression effects:

a — original image of house, image reconstructed at
a CRof 4: 1, image reconstructed ata CRof 16 : 1;
b — original image of airplane, image reconstructed
at a CR of 4 : 1, image reconstructed at a CR of
16 : 1; ¢ — original image of lake, image reconstruct-
ed at a CR of 4 : 1, image reconstructed at a CR of
16 : 1; d — original image of pepper, image recon-
structed at a CR of 4 : 1, image reconstructed at a

CRof16: 1
Table 1
MSE and PSNR of the reconstructed images at a CR
of4:1
Images R G B
House MSE 37.7696 51.1280 37.0831
PSNR 32.3594 31.0442 32.4390
Air- MSE 21.4800 32.9829 15.8055
plane
PSNR 34.8105 32.9479 36.1427
Lake MSE 32.2390 101.1015 56.4297
PSNR 33.0470 28.0832 30.6157
Pepper | MSE 48.8470 60.6932 39.5987
PSNR 31.2424 30.2994 32.1540
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Table 2
MSE and PSNR of the reconstructed images at a CR
of 16 : 1
Images R G B
House MSE 110.9180 136.8415 118.2971
PSNR 27.6808 26.7686 27.4011
Air- MSE 119.2817 114.3715 71.0135
plane
PSNR 27.3651 27.5476 29.6174
Lake MSE 62.2023 174.2972 144.9320
PSNR 30.1927 25.7179 26.5192
Pepper MSE 71.5491 149.3480 74.9371
PSNR 29.5848 26.3888 29.3838

and 16 : 1 are listed in Table 1 and Table 2, respec-
tively.

The encrypted images of the compressed ones at
CRsof4:1and 16 : 1 are shown in Fig. 5 and Fig. 6,
respectively. Correlation Analysis was performed to
quantitatively evaluate the effect of the encryption
schema. The correlation coefficient is used to evaluate
the correlation of a pair of adjacent pixels, and it is de-
fined below [10]

r, =(E(w)- E(x) E(»))/[JD(x){D()). (1)
where r,, is the correlation coefficient of the variables
xandy, E(-) isthe mean function, D (-) is the variance
function, x and y are adjacent pixels.

To simplify the processing, colour images were
converted to grayscale before use. Experiments were
repeated ten times, correlation coefficients of each im-
age were averaged. Results for reconstructed images
and encrypted compression images at the CRs of 4 : 1
and 16 : 1 are listed in Table 3.

C d

Fig. 5. Encrypted images of the compressed ones at
aCRof4:1:

a — encrypted house; b — encrypted airplane; ¢ —
encrypted lake; d — encrypted pepper
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c d

Fig. 6. Encrypted images of the compressed at a
CRof16: I:
a — encrypted house; b — encrypted airplane; ¢ —
encrypted lake; d — encrypted pepper

The experimental results show that this new model
is effective and it can be used for image transmission
and image protection on the Internet simultaneously.

Conclusions. A scheme of deep learning in image
compression and encryption was proposed. Based on
SAE neural networks, images are compressed. And
then the compressed ones are encrypted using chaotic
logistic map. This scheme can be used for image trans-
mission and image protection on the Internet simulta-
neously.
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Table 3

Correlation Analysis for reconstructed images and
encrypted compressed images at the CRs of 4 : 1

CRof4:1 CRof16:1
bt bt
Images é '03 a é -03 2
S % g‘ S % g‘
©a = ©a 2
a| 8a|
House 0.9532 -0.0391 0.9369 0.0079
Air- 0.9632 0.0038 0.9745 0.0361
plane
Lake 0.9820 -0.0087 0.9855 0.0267
Pepper 0.9796 0.0488 0.9902 0.0261
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Merta. 3 nocHJIeHHSIM BUMOT 0 0OpOOKU 300pa-
XKeHb B IHTepHeTi, CTUCHEHHSI 300paKeHb Ta nQpy-
BaHHSI TPalOTh BaXKJIMUBY POJIb Y 3aXMCTi 300paXkeHb IpU
nepenadi. 3amisi OTPUMaHHSI HOBOI CXeMUW CTUCHEHHS
Ta muMdpyBaHHS 300paXeHb y il poOOTi JOCTiIXKY-
€TbCSI TEXHOJIOTiSI IMOWMHHOIO HAaBYaHHS TPU CTHC-
HEHHi 300paXeHb i XaOTUYHE JIOTiICTUYHE BiTOOpaKeH-
H# B lMdpyBaHHi 300paxkeHb. Hamu npoBeneHa oliH-
Ka L€l cXeMU 3a JeKiIbKOMa KPUTEpiIMU e(heKTUB-
HOCTI, i pe3y/IbTaTu MiATBEPAUIN 11 €(DEKTUBHICTb.

Meromnuka. Hamu 3ampornoHoBaHa cxeMa 3 BU-
KOPUCTAaHHSIM IJIMOMHHOTO HaBYaHHS Ta Xaocy. 3a
JIOTIOMOTOI0 TEXHOJIOTi1 IMTMOMHHOIO HaBYaHHS i3 30-
OpakeHHST BUJIyYalOTh PiBHi XapaKTepPUCTUK, i MeB-
HUI piBeHb XapaKTEpUCTUK Aajli MOXe OYyTH BUKO-
pUCTaHUI B SIKOCTi CTUCHYTOTO IMPENCTaBICHHS 30-
OpakeHHs1. XaoC BUKOPUCTOBYETHCS IS M pyBaH-
HST CTUCHYTOTO 300pakeHHSI.

PesynasraTii. CriouaTky HamMu BBeAeHA I’ SITUPiB-
HeBa (I’ ATUIIApOBa) MOJEIb KACKaIHOTO aBTOKOMY-
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IHOOPMALINHI TEXHONOTII, CACTEMHUA AHANI3 TA KEPYBAHHA

BaJIbHMKA, IO HABYAETHCS 32 METOHOM OOEpPHEHOTO
PO3IMOBCIOMKEHHS TIOMIJIKH, a TIOTIM MU OTPUMAaJIA
CTHCHEHE TIPEICTaBIICHHS 300pakeHHS. 3a TIOITOMO-
TOI0 METOMY JIOTICTUIHOTO BimoOpaxkeHHS TeHEPYETh-
CsI TICeBIOCTOXAaCTUYHA TOCTITOBHICTD I IMIUGPY-
BaHHSI CTUCHYTOTO 00pasy.

HaykoBa HoBu3Ha. Hamu mpoBeneHe nocii-
JIXKEHHSI CTUCHEHHS Ta IuupyBaHHs 300paxeHb. I3
JIOBiJIbHOTO PiBHSI 3aIllpONOHOBAHOI MO TJu-
OMHHOIO HaBYaHHS BUJIYYalOThCSl XapaKTEPUCTUKU
300paxkeHHsI, IO BUKOPUCTOBYIOTHCSI B SKOCTI
CTUCHYTOTO TIpeACcTaBlieHHsI 300paxeHHs. ocii-
IDKeHHST 3a IIAM acIleKTOM He OyJIiM 3HaWIeHi Ha
CHOTOMHI.

IIpakTuyna 3HAYMMICTb. MU OLIIHWJIN 11}0 CXEMY
Ha JEeKiJIbKOX BHUITAJKOBO OOpaHUX 300pakKeHHSIX.
Pesynsrat mokasyloTh, IO CXeMa CTMCHEHHS Ta
MpyBaHHS € pOOACTHOIO Ta MOXE IITUPOKO BUKO-
PUCTOBYBATUCS JJIsI OiIBIIOCTI 300paKeHb.

KimouoBi cnoBa: xackaduuil aémokodysanv-
HUK, eAubOUHHe HABYAHHA, 3aXUCH 300padiCeHHs,
03HAKa 300pasceHHst, CMUCHEHHS 300paicens, uli-
ppysanns 306pasrceHHs

Iexs. C pocToM TpeboBaHMIT K 00pabOTKe M30-
OpaxeHuii B MHTepHeTe, cxkaTtue M300paxeHU U
murdpoBaHe UTPAIOT BaXKHYIO POJIb B 3aIIUTE U30-
OpaxeHus1 Tipu mnepemade. Jis moiaydyeHUs] HOBOM
CXeMBbI CXKaTus U MG poBaHUS U300pakeHU B 9TOM
paboTe uccienyeTcsl TEXHOJIOTUS ITyOMHHOTO 00yyJe-
HUSI TIPU CKATUX U300paXkKeHU I U XaOTUIECKOE JIOTH-
CTHUYECKOe OTOOpaxKeHue B I pOBaHUU U300pake-
Huil. HamMu npoBeneHa olieHKa 3TOM CXeMBbl MO He-
CKOJIBKUM KpuUTepusiM 3(ppeKTUBHOCTH, U pe3yJibTa-
Thl NOATBEPAUIU €€ dPPEKTUBHOCTD.

Mertoauka. Hamm mipensioxkeHa cxeMa ¢ MCTIONb-
30BaHUEM ITTyOMHHOTro 00ydYeHus 1 Xaoca. C ImoMo-
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11IbIO TEXHOJOTUM IIYOMHHOIO 00yYeHUsT 13 u3o0pa-
KEHHST W3BJICKAIOTCSI YPOBHU XapaKTEPUCTUK, WU
OIIpene/IeHHBIN YPOBEHb XapaKTePUCTUK Hajiee MO-
XKeT OBITh MCIIOJIb30BaH B KauyeCTBE CXKATOTO IIpel-
CTaBJICHUSI M300paXkeHMUs. XaoC MCIIOIb3YeTCsT IS
murGpoBaHUs CXKAaTOTO N300pakKeHUSI.

PesyabraTbl. CHavaja HaMu BBeAeHA ISITUY-
poBHeBas (MATUCIONHAA) MOJENb KACKaJHOTO aB-
TOKOIMPOBIIMKA, KOTOpas oOydaeTcss MO METOMy
0oOpaTHOro pacrnpocTpaHEHUs] OIIMOKMU, a 3aTeM
MBI ITOJIYYMJIM CXaToe€ IpeicTaBieHne u3o0paxke-
Hus. C MOMONIbIO METo/a JIOTMCTUYECKOTO OTO-
OpakeHUs TeHEepUpPYeTCs TIICEeBIOCTOXAaCTUIECKas
MMOCJICIOBATEILHOCTD I IMU(MPOBAHUS CXATOTO
obOpa3sa.

Hayuynas moBu3na. Hamm mpoBeneHoO mcciieno-
BaHUE CxXaTus U 1IudpoBaHUs U300paxeHUin. M3
MIPOM3BOJILHOTO YPOBHS MPEMIOKEHHOMN MOIEN [Ty~
OMHHOIO OOYyYEeHMsI HM3BJICKAIOTCS XapaKTepUCTUKU
M300paxkeHusl, KOTOpble UCIOJb3YIOTCSI B KayecTBe
CXKaToro TpeacTaBieHus nzoopaxkenusi. Mccaenona-
HUS 10 TOMY acCIIeKTy He ObLIM HaliIeHbl B HACTOSI-
1ee BpeMsl.

IIpakTHYecKas 3HAYMMOCTB. MBI OLICHWIN 3Ty
CXeMy Ha HECKOJBKUX CIIyJaiflHO BBIOpAHHBIX M30-
OpaxXeHMSIX. Pe3ymbraThl ITOKa3bIBAIOT, YTO CXeMa
cxatus U I poBaHUS SIBJISIETCS pOOACTHOM U MO-
XeT IMMPOKO WCITOJIb30BAThCS IS OONBIIMHCTBA
U300pakeHU.

KimoueBbie €JI0Ba: KACKAOHbLI aA8MOKOOUPOE-
WUK, 21yOUHHOE 00yUueHue, 3auuma u300paxceHus,
NPUBHAK U300padCeHUs, cocamue U300padceHull,
wugpoeanue uzoobpajiceHus

Pexomenodosarno 0o nybaikauyii doxkm. mexH.
nayk B.B.Inamywenxom. Jlama Haoxo0xucenHs
pykonucy 09.01. 16.
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