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Purpose. Specific to the existing defects of the industrial cluster research studies at home and abroad, the
paper analyzed the evolutionary process based on the PSO algorithm.

Methodology. An industrial cluster evolution mold was established based on path dependence combining
with PSO algorithm. A simulation analysis was performed on the mold algorithm established in the paper.

Findings. The results have revealed that the mold presented in the paper can be applied for quantitative and
qualitative analysis of the evolvement rule of the industrial cluster. In addition, it can be seen from the case simu-
lation results that with appropriate governmental macro regulation and control, as well as equilibrium state of
competition and cooperation between enterprises, the eventual industrial cluster will mainly tend to be an enter-
prise model maintaining the existing market share and expanding production. When the governmental macro
regulation and control is over-sized or excessively small, or the competition and cooperation between enterprises
are under non-equilibrium state, the final industrial cluster will tend to be an enterprise model to develop new
products and new markets.

Originality. While studying the evolutionary process of the industrial cluster, the existing research studies still
remain the qualitative discussion stage for the production process and evolution rules of the industrial cluster. The
research studies are not sufficiently profound and can hardly describe the dynamic effects of the industrial cluster
quantitatively. Consequently, the paper correlates the PSO algorithm and the self-organizing characteristics of the
industrial cluster. Combined with the theory of path dependence, it successfully simulated the evolution of the
industrial cluster by adopting the PSO algorithm.

Practical value. The simulation analysis result of the paper can effectively analyze the evolutionary process
of the industrial cluster. It can qualitatively simulate the evolution characteristics and rules of the industrial cluster.

Furthermore, it can provide a new analysis thought for the academic research of the industrial cluster.
Keywords: industrial cluster, particle swarm, evolutional law, path dependence

Introduction. Industrial cluster is a new trend of
the development of the regional economy nowadays.
It does not only constitute the basic space frame for
the present world economy, but also is a decisive factor
for national or regional competitiveness. The pharma-
ceutical industry, as a key industry with the most sup-
ports from various countries, will receive significant
opportunity from cluster development [1—2].

The industrial cluster innovation ability [3—4] re-
fers to the organic integration of abilities on knowledge
accumulation, competition and cooperation, develop-
ment and innovation of enterprises in the cluster and
other organizations. The integration objects include
elements such as information knowledge technology,
fund experience relationship culture, etc.; the organi-
zations carrying out the integration include compa-
nies, intermediaries, university scientific research in-
stitutions and the government. The integration is
aimed at mutual benefit and development and is to
innovate continuously thus to improve enterprise clus-
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ter competitiveness and realize the sustainable devel-
opment of industries and enterprises in the cluster.
Technology innovation is the foundation and precon-
dition of the sustainable development of the pharma-
ceutical industry, and is an essential method for the
pharmaceutical industry to enhance the competitive
preponderance. The innovation ability of the indus-
trial cluster is the driving force to promote the devel-
opment of the enterprises in the cluster. In order to
keep at the forefront of the times, an industrial cluster
shall keep consistent theory innovation and techno-
logical innovation unless being eliminated by the fierce
market competition. The development degree and size
of a cluster is closely related to the innovation ability of
the cluster. Through improving the innovation ability
of the industrial cluster, it can realize cost reduction,
competitiveness enhancement and obtain higher eco-
nomic benefits.

Although certain achievements have been made on
the studies of industrial cluster innovation ability [5—
6], most of the study objects are in relatively devel-
oped areas. There are fewer research studies on the
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industry clusters in underdeveloped regions. Further-
more, the existing studies still remain at the qualita-
tive discussion stage for the production process and
evolution rule of industrial cluster. The research re-
sults are not sufficiently profound and can hardly de-
scribe the dynamic effects of industrial cluster quanti-
tatively. Consequently, the research studies still re-
main in case analysis of the existing industrial clusters
without a mature algorithm to describe the industry
cluster.

Therefore, the paper focused on the evolution of
the industrial cluster. It performed detailed analysis on
the industrial cluster based on self-organizing path de-
pendence, and proposed an algorithm to solve an evo-
lution mechanism of the industrial cluster by combin-
ing the path dependence theory with the PSO algo-
rithm. In addition, by setting the evolution of an ac-
tual medical industry cluster as an example, it analyzed
the path evolution process and laws of the industrial
cluster, carried out in-depth studies on the theoretical
basis and implementation approach, and provided a
new analysis thought for the academic research of the
industrial cluster through analyzing the common
characteristics of the industrial cluster and the PSO
algorithm and eventually based on difference parame-
ters of the PSO algorithm.

Industrial cluster evolution algorithm based on
particle swarm optimization. Correlation between.

Standard PSO algorithm. A standard PSO algo-
rithm [7—8] is a heuristic optimization calculation
model. For a PSO algorithm with a determined objec-
tive function, let us assume that there is a particle
swarm including M particles during the solution pro-
cess, the search space dimension of the particle swarm
is D and particle i is a particle included in the group,
the state property value of particle 7 at 7 is shown in the
formula 1—4 as follows:

1. Position status

X =X, X, X]

9572947350

X e(X,. X,.)

in > <" max

X

Where X,,;,and X, are the lower limit and the up-
per limit of the coordinate position respectively.
2. Speed state
Vi=WViVa Vi V'
VieW Vi)

in?" max

Where V,,,;, and V., are the lower limit and the up-
per limit of speed respectively.
3. Particle-best

P =(P, Py Py Py)'
4. Global optimum
P =(By PP
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The above is the state property value of particle at 7,
and at 7 + 1 it can be updated at iteration through for-
mula
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id >
where w is the inertia weight value of the PSO algo-
rithm.

While the particle is iterated from #to 7+ 1, it main-
ly includes three core parts. The first part shows the
speed of the particle at 7z, which means that the speed at
t + 1 inherits that at #; the second part presents self-
cognition that the particle will adjust the flight state
according to the historical optimal location while tak-
ing its accumulated experience of flight into consider-
ation; the third part is social information. Except for
its own experience, the particle will reference to the
flight information of the whole population, and adjust
the flight state according to the optimal location of the
whole population.

Common characteristics of industrial cluster
and PSO algorithm. In fact, the industrial cluster is
a kind of self-organization path dependence system.
The formation of the industrial cluster is also under
continuous evolvement of the open dissipative struc-
ture. And the PSO algorithm is a self-organizing algo-
rithm. The optimization process is in the form of self-
organization. If we consider the enterprises in a cluster
as the particles of the PSO algorithm, the position of
the cluster is the position with the most competitive-
ness of the cluster. In addition, if we consider it as the
optimal position of the PSO algorithm, the agglomer-
ation process of the industrial cluster can be consid-
ered as the optimization process of particle swarm.
Consequently, the optimization process of particle
swarm is connected to the grouping of the industrial
cluster. The following will carry out detailed analysis
from the perspective of PSO algorithm parameters.

1. Parameter w.

For particle swarm, it is presented as the inertia
weight value of the particle swarm algorithm. The pa-
rameter can adjust the effect of the particle swarm al-
gorithm. The higher inertia weight coefficient value is,
the stronger speed value dependency will be obtained
from the previous iteration. The higher global search-
ing ability of the algorithm will be. On the contrary, it
is more conducive to local search ability of the algo-
rithm. While for industrial cluster process, this param-
eter can be regarded as the macroscopic coordination
role of countries to participate in the activities of the
industrial cluster. If the government is involved in a
cluster economic activity, when the value w is over-
sized, namely too much macroscopic readjustment
and control, it will be in violation of the basic rules of
the market economy. On the contrary, if the value w is
too small, it cannot make up the loss arising from the
unbalanced market.

2. Parameter c,.

For particle swarm, it presents the “cognition” part
of the particle swarm algorithm. Namely, in case of low
efficiency of the particle swarm seeking for the optimal
value, there is no information communication between
particles during the optimizing process of particle
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swarms, namely no sharing of the information society.
Each particle performs iteration optimizing in its own
way. While for industrial cluster process, it presents the
economic benefit of the industrial cluster during evolu-
tionary process. Such benefit is a type of pure preda-
tory competition in the market. No cooperation exists
among industries, but only mutual competition pro-
cess. Throughout the process, the industrial cluster
does not consider the bearing capacity of the social en-
vironment to carry out economic activities forcibly.

3. Parameter c,.

For particle swarm, it presents the “social” part of
the particle swarm algorithm. When there is only “so-
cial” part in the Particle Swarm Optimization but no
“cognition” part, although the convergence rate of
particle is quicker and is easier to converge an optimal
value due to better social information sharing among
particles, the Algorithm lacks an “overall” view due to
the missing of “cognition” part, which means that the
algorithm is prone to local optimum. While for indus-
trial cluster process, it presents cooperation, from the
generic concept in the paper, among enterprises of the
industrial cluster. Such cooperation includes that be-
tween enterprises, enterprise and the government, sci-
entific research institutions and even two governments.
The participants or managers of industrial cluster pay
more attention to how to keep the cluster to be under a
benign and sustainable state thus to realize re-circula-
tion of cluster scale economy.

Establishment of industrial cluster evolution
based on particle swarm optimization. Through the
above internal association analysis of particle swarm
parameters and the industrial cluster, in order to simu-
late the evolution of industrial cluster by means of the
PSO algorithm, the industrial cluster shall be micron-
ized. Namely, the comprehensive index of the indus-
trial cluster is the object function value of the PSO al-
gorithm. The geographic coordinate position of the
industrial cluster is that of particle searching space in
the PSO algorithm. The “cooperation” and “competi-
tion” existing among enterprises of the cluster can be
realized through “cognition” and “society” part of the
PSO algorithm.

In conclusion, the fireworks model based on par-
ticle swarm of the industrial cluster, the iterative for-
mula of objective function and basic speed and posi-
tion is as shown in (1). The variables in the formula
show characteristics of the industrial cluster. And the
iteration process of the algorithm is to be calculated in
accordance with the SPSO algorithm.

maxZ = f(x,y);
Vi =wVi+en(By = Xip+enFy=X); (1)
X' =X+ V"

The new practical significance of the variables in
(1) is as shown below:

- Wpresents interference effects of the government
during the cluster evolution process, such as national
relevant policies and macro-control;

- X presents relevant indicators affecting the indus-
trial cluster, namely the position on the coordinate
axis (x, y);

- ¢}, ¢, present competition and cooperation of the
industrial cluster during the economic activity process;

- B, P, present the optimal position searched
from individual particles and particle swarm respec-
tively;

- Z presents the comprehensive index value of the
industrial cluster.

Model applications and result analysis. Calcu-
lation of industrial cluster influencing index. The
paper sets Heilongjiang province pharmaceutical in-
dustry as an example. The survey data access method
is through a 100 questionnaire survey specific to each
enterprise and inner staff. The mode of each index of
the questionnaire survey shall be determined as final
index score. For module A and B, they are statistical
data of the company while for module C, fuzzy grade
evaluation is adopted. The score 0 indicates “strong
disagreement”; the score 1 indicates “disagree”; score
2 indicates “neither agree nor disagree”; score 3 indi-
cates “partially agree”; score 4 indicates “agree”; and
score 5 indicates “highly agree”. The index informa-
tion of the questionnaire survey specific to each enter-
prise is as shown in Table 1.

Table 1

Core index of questionnaire survey

No. Module

Module index

A | Suppliers of the company Al: Long-term cooperation

A2: Long-term cooperation units within the province

A3: Purchase rate under long-term cooperation

A4: Purchase rate under long-term cooperation within the province

B | Customer units of the company B1: Number of companies with long-term cooperation

B2: Number of companies with long-term cooperation within the province
B3: Sales ratio of long-term cooperation

B4: Sales ratio of long-term cooperation within the province

C | What strategic objectives are the C1: To maintain the existing market share

most important for the company in | C2: Preponderance to develop the new technology and acquire new technology
3—5 years C3: To develop new products and new markets

C4: To expand production (building new plants, buying new equipment, etc.)
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Table 2

Various parameter values of the enterprise

Enterprise Al A2 A3 A4 Bl B2 B3 B4 Cl 2 a3 4
1 23 5 0.9 0.2 20 3 1 0.18 2 5 4 5
2 28 4 0.8 0.15 103 15 0.92 0.08 5 5 5 5
3 50 5 0.7 0.3 100 50 0.7 0.4 4 4 5 3
4 10 5 0.65 0.55 50 10 0.45 0.35 4 4 5 3
5 15 9 0.9 0.2 30 10 0.33 0.39 5 5 4 4
6 95 37 0.6 0.35 294 111 0.8 0.4 5 5 5 5
7 4 1 0.8 0.2 50 5 0.8 0.2 5 4 5 5
8 20 5 0.72 0.2 100 20 0.85 0.1 4 5 5 2
9 21 10 0.85 0.47 172 24 0.48 0.11 4 4 3 4
10 8 3 0.8 0.3 14 7 0.85 0.3 2 4 4 5
11 20 5 0.8 0.3 210 60 0.9 0.1 0 5 5 3
12 5 5 0.4 0.2 30 10 0.8 0.3 4 3 3 4
13 60 10 0.8 0.4 70 20 0.8 0.4 5 5 5 5
14 69 7 0.7 0.1 54 7 0.8 0.3 4 5 5 4
15 63 13 0.27 0.31 215 63 0.72 0.63 0 5 5 5
16 35 10 0.6 0.3 30 6 0.7 0.3 4 3 5 5
17 1 1 0.9 0.8 18 14 0.9 0.75 5 5 5 5
18 2 2 0.6 0.1 2 2 0.6 0.2 5 5 5 5
19 8 1 0.8 0.1 30 10 0.9 0.7 5 5 5 5
20 7 5 0.8 0.65 3 2 0.8 0.65 5 5 5 5
21 3 1 0.65 0.25 1 1 0.9 0.3 1 2 3 2

The survey on 21 pharmaceutical enterprises of
Heilongjiang was carried out through the above ques-
tionnaire survey. The sample data index obtained is
shown in Table 2.

In order to reflect the industrial evolution law of
various enterprises, this paper defined the following
several key factors influencing the industrial cluster
which are shown below:

1. Purchase rate of long-term cooperation (A43)*
Long-term cooperation sales proportion = coopera-
tion lasting degree of procurement and sales network
of the enterprise, hereinafter referred to as cooperation
lasting degree, is shown in (2)

x=A3* B3. 2)

2. Purchase rate under long-term cooperation
within the province (44)+* Sales ratio of long-term co-
operation within the province (B4) = Localization fac-
tor of the enterprise, is shown in (3)

y=Ad * B4, (3)

3. We take maintaining the existing market share
(C1) and expanding production (C4) as inert evalua-
tion index, preponderance to develop the new tech-
nology and acquire new technology (C2), and develop
new products and new markets (C3) belongs to inno-
vation evaluation indexes. Consequently, the strategic
decision freedom degree of enterprise is shown in (4)
below

B Cl1+C4
C C1+C2+C3+C4’

“

We calculate the enterprise index data as shown in
Table 2 above to obtain the industrial cluster influenc-
ing index in Table 3.
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We perform fitting by taking cooperation lasting
degree X and localization factor y as an independent
variable, and strategic decision freedom degree of en-

Table 3

Strategic decision freedom degree of enterprise F,
cooperation lasting degree X
and localization factor y result

. 5
5 g2 i3 STE
& Q op = Q 52 2
= g £ g 285
Sg 3 g8
— wn
1 0.90 0.036 0.4375
2 0.736 0.012 0.5000
3 0.49 0.120 0.4375
4 0.2925 0.1925 0.4375
5 0.297 0.078 0.5000
6 0.48 0.140 0.5000
7 0.64 0.040 0.5263
8 0.612 0.020 0.375
9 0.408 0.0517 0.5333
10 0.68 0.090 0.4667
11 0.72 0.030 0.2308
12 0.32 0.060 0.5714
13 0.64 0.160 0.5000
14 0.56 0.030 0.4444
15 0.1944 0.1953 0.3333
16 0.42 0.09 0.5294
17 0.81 0.60 0.5000
18 0.36 0.02 0.5000
19 0.72 0.07 0.5000
20 0.64 0.4225 0.5000
21 0.585 0.075 0.375
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Table 4
Fitting results and related fitting parameters
Parameter Parameter value

pl 1.3702

p2 -2.5494

p3 -3.1597
p4 1.6964

p5 10.3813

p6 -2.6090

p7 -2.6291

p8 —7.2639
P9 6.4360

pl0 -2.6291
pll 0.0179

Root of Mean Square Error (RMSE) 0.2704
Sum of Square Error (SSE) 0.00731
R-Square 0.9860

terprise F'as a dependent variable. The fitting function
is shown in (5) below. The fitting results of related pa-
rameters are shown in Table 4 below. The distribution
results of cooperation lasting degree X and localization
factor y as an independent variable, and strategic deci-
sion freedom degree of enterprise F of Heilongjiang
medicine industry are shown in Fig. 1 below.

SeY)=p +p,x+py+px’+
+pXY+ Py + X+ Xy + poxy’ + 3)

3 1
+p10y +p11ﬁ-

l_ex +)

Localization coefficlent

Long associated coefficient

a

Localization coefficient Long associated coefficient

Fig. 1. Fitting distribution results:

a — shows the distribution of cooperation lasting de-
gree X and localization factory; b — shows the distri-
bution of strategic decision freedom degree F
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Simulation analysis of particle swarm. We per-
form iteration optimizing for Formula 10 with the PSO
algorithm to get the maximum value. We set the num-
ber of evolutionary iteration as 100, the total amount
of particle swarm as 50, and the initial position coordi-
nates of particle as (0.4, 0.4).

1. When ¢, =1, ¢, = 1, and w is increasing progres-
sively, the interference effect of the government is in-
creasing, the simulation result is shown in Table 5 and
Fig. 2.

It can be seen from the simulation analysis results
as shown in Table 5 and Fig. 2 that when the value is
over-sized or too small, the PSO algorithm is only ap-
plicable to convergence of local optimal solution.
Namely, when the governmental macroeconomic reg-
ulation and control are over-sized or too small, the
path evolution of the industrial cluster is comparative-
ly conserved and can only perform convergence of lo-
cal optimal freedom degree. The cooperation lasting
degree and localization factors are around 0.8 and 0.4.
The difference between the two is 2:1. Namely, the fi-
nal trend of the industrial cluster is concentrated to 17
and 20 of enterprises. And when the value w is moder-
ate w = 1, namely, when the governmental macroeco-
nomic regulation and control are appropriate, the in-
dustrial cluster location convergence will be at the op-
timal freedom degree. The cooperation lasting degree
and localization factors are around 0.19 and 0.05. The
ratio between the two is basically at 4 : 1. Therefore,
namely, the final trend of the industrial cluster is con-
centrated to 5 and 12 of enterprises.

2.Whenw=1.0,andc;=1,¢c,=5and ¢, =5, ¢, =1,
namely, when cooperation degree ¢, is considerably
higher than competition ¢,, or vice versa, the simula-
tion results are as shown in Table 6 and Fig. 3 below.

From the simulation results of Table 6 and Fig. 3, it
can be seen that when the cooperation degree of enter-
prises is considerably higher than the competition de-
gree, the path evolution of the industrial cluster is
more conservative. If the enterprises are losing the
competition between enterprises, the strategic deci-
sion freedom degree F cannot get the optimal value as
well. The development tendency of the industrial clus-
ter will always stay around the cooperation lasting de-
gree and localization factor of 0.5—0.7 and 0.29.
Namely, the last industrial cluster will develop to the
mode of 6 and 13 enterprises.

Table 5
Increasing industrial cluster evolution convergence
results

Convergence cooperation Strategic decision

w | lasting degree and localization | freedom degree
factor/(x, y) F/maxF

0.3 (0.8235, 0.4265) 0.5915
0.5 (0.8236, 0.4254) 0.5914
1.0 (0.1984, 0.0540) 0.6137
1.5 (0.8028, 0.4734) 0.5824
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Fig. 2. Figures a, b, ¢, d — show industrial cluster variation diagram of different values (w=0.3; w=0.5; w=
= 1.0, w=1.5); e — shows change results of enterprise strategic decision freedom degree F

Conclusions. First of all, the paper analyzed rele-
vant concepts and practical implications of the indus-
trial cluster, and deeply analyzed the effect of the in-
dustrial cluster innovation ability on enterprises. In
addition, through summarizing the research achieve-
ments of the related industrial cluster at home and
abroad, the paper analyzed the common characteris-
tics between the industrial cluster and the PSO algo-
rithm combining with self-organizing path depen-
dence of the industrial cluster specific to the defects at
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Table 6

Industrial cluster evolution convergence results
at different degrees of cooperation/competition

. Strategic
Convergence cooperation decision freedom
¢ | o lasting degree and deeree
localization factor/(x,y) F /rrglax F
115 (0.7771, 0.2971) 0.5651
511 (0.5784, 0.2961) 0.5097
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Fig. 3. The impact of cooperation/competition on
industrial cluster evolution:
a and b — show industrial cluster variation at differ-
ent cooperation/competition degree (¢, = 1, ¢; = 5;
c, =5, ¢, =1); ¢c — shows variation result of strategic
decision freedom degree F of the industrial cluster

generation process of the industrial cluster and evolu-
tion being at qualitative discussion stage. It proposed
an industrial cluster evolution model based on the
PSO algorithm by setting the industrial cluster evolu-
tion of Heilongjiang medicine industry as an example.
It turned out that the PSO algorithm can be applied
for quantitative and qualitative analysis of the evolve-
ment rule of the industrial cluster. In addition, it can

90

be seen from the case simulation results that with ap-
propriate governmental macro regulation and control,
as well as equilibrium state of competition and coop-
eration between enterprises, the eventual industrial
cluster will mainly tend to be the enterprise model to
maintain the existing market share and expand pro-
duction. When the governmental macro regulation
and control are over-sized or excessively small, or the
competition and cooperation between enterprises are
under non-equilibrium state, the final industrial clus-
ter will tend to be the enterprise model to develop new
products and new markets.
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Meta. Ha npotuBary icHytounMM HeaoJIiKaMm Mpo-
MUCJIOBUX KJIACTEPHUX JOCIIKEHb Y KpaiHi i 3a Kop-
JIOHOM, y poOOTi aHai3yeTbCS €BOMIOLIMHUNA TPO-
1iec, 3aCHOBAaHUI Ha pOEBOMY aJITOPUTMi.

Meroauka. ByB crtBopenuit mab6noH (dopma)
PO3BUTKY ITIPOMUCIIOBOTO KJIacTepa Ha OCHOBI 3aJIeK-
HOCTI Bil monepeaHboro CTaHy B MOEAHAHHI 3 poE-
BUM ajroputMoM. IIpoBeneHe imMiTamiiitHe Moaesio-
BaHHS Ha IIa0JIOHHOMY aJITOPUTMIi, 3aIIPOITOHOBAHO-
MY y CTaTTi.

PesyabraTn. I[Tokazanu, 1o ma6a0H, NpeacTaB-
JIeHU#t y poOOTi, MOXe OyTH 3aCTOCOBAHUM IS Kilb-
KiCHOTO Ta $IKiCHOro aHasli3y €BOJIIOTMBHUX IMpaBUI
npomuciaoBoro kjaacrepa. Kpim Toro, 3 pesyiabraTiB
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MOJENIOBAHHSI MOXHa 0auyuTH, 110 MPU BiAMOBIAHO-
My Iep:KaBHOMY MaKpOpETYIIOBaHHI i KOHTPOJi, a
TaKOX PiBHOBAXXHOMY CTaHi KOHKYPEHIIil Ta Koomne-
pauii MiX MigIpUEMCTBAMU, IPOMUCIOBUI KJ1acTep,
110 pO3BUBAETHCS, OyJie, SIK MPaBUI0, MOAESIUIIO ITi-
MPUEMCTBA, 1110 30epirae iCHyHUy 1010 Ha pUHKY Ta
posuiupioe BUpooHUUTBO. Konu ypsimoBe Makpope-
TYJIOBaHHS 1 KOHTPOJIb 3aBMILEHI ab0o myke Malli,
a00 KOHKYPEHIlisl Ta Koorepallisi MixX MiAIpUeEMCTBA-
MU 3HAXOISIThCS B HEPiBHOBAXKHOMY CTaHi, KiHLIEBUI1
TIIPOMMCJIOBUIA KjlacTep MparHyTHMMe IO MOJIENi IMii-
MPUEMCTBA 3 PO3POOKOIO0 HOBUX MPOAYKTIB i HOBUX
PUHKIB.

HaykoBa HoBU3HA. Y TIpolleci BUBYEHHS €BOJIIO-
HilfHOTrO Mpolecy NPOMUCIOBOro Kjactepa, iCHyIoui
IOCIIIXKEHHS SK 1 paHillle 3aJIUIIaloThCs SIKICHUM
€TarmoM OOrOBOPEHHS UISI BUPOOHUYOTO TIPOIIECy Ta
eBOJIIOLIIMTHUX MpaBUJI TIPOMUCIIOBOIO Kjacrepa. lo-
CJIiIKEHHSI HE € HOCUTD INIMOOKUMU 1 HE TO3BOJISIIOTh
KiTbKiCHO onucaTy AUHAMiuHi e(DeKTU TPOMUCITOBO-
ro kiacrepa. OTxe, pod0Ta BCTAHOBJIIOE 3B’ SI30K MiX
POEBUM QJITOPUTMOM i XapaKTepUCTUKAMU MPOMMUC-
JIOBOTO KJjacTepa, 110 camMoopraHizyetbcs. O0’en-
HaHHS 3 TEOPI€IO 3aJIeXKHOCTI BiJ MONEPEeAHbOrO CTa-
HY YCITIITHO ITIPOMOEITIOBAJIO PO3BUTOK ITPOMHUCIIO-
BOTO KJjlacTepa IIISIXOM afanTarlii pOE€BOTO aJlro-
PUTMY.

IIpakTuyna 3HauMMmicTh. Pe3ynbraTy imiTauiii-
HOT'O MOICTIOBAHHS TO3BOJISIIOTh €(PEKTUBHO IIpoa-
Hali3yBaTU €BOJIOLIMHUI IpoLeC IIPOMUCIOBOIO
KJ1acTepa, sIKiCHO MOJIEIIOBAaTU €BOJIIOLII0 XapaKTe-
PUCTUK 1 MpaBWJ TIpOMUCIOBOro knacrtepa. Kpim
TOrO, 1Ie MOXKe 3a0e3MeYUTU HOBUIl SIKICHUII aHai3
IUIS. aKaJeMiYHUX JOCiIKeHb IMIPOMUCIOBOTrO KJjac-
Tepa.

KmouoBi ciaoBa: npomucaosuit kaacmep, piil
YACMOK, 3A4KOH e8OAI0UIL, 3ANeHCHICIb 8i0 MPAEK -
mopii

IMeas. B npoTBOBEC CYIIECTBYIOIINM HENOCTAT-
KaM TIPOMBIIIJIEHHbIX KJIACTEPHBIX MCCIEIOBAHUN B
cTpaHe U 3a pybexkom, B paboTe aHaJIM3UPYETCsI 3BO-
JIIOLIMOHHBIN IIPOLIECC, OCHOBAHHBIA HAa pOEBOM ajl-
TOPUTME.

Metonuka. boin co3gan mabiaoH (popma) pas-
BUTHSI POMBIIIJIEHHOTO KJIaCTEPAa HAa OCHOBE 3aBU-
CUMOCTH OT TMPENbIAYILIEro COCTOSIHUSI B COYETAHUU C
pOEBBbIM aJITOpUTMOM. [IpoBeneHO MMUTALIMOHHOE
MOJIETUPOBAHUE Ha IIA0JIOHHOM aJIrOpUTMeE, Mpead-
JIOXKEHHOM B CTaThe.
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PesyabraTsel. [Tokaszanu, 4yTo 11abJ0H, MpeacTaB-
JICHHBIN B paboTe, MOXKET OBITh IPUMEHEH IUIST KOJIH -
YEeCTBEHHOTO M KaYeCTBEHHOTO aHaJIM3a YBOJIOTUB-
HBIX TIpaBWJI TPOMBIIUICHHOTO Kiactepa. Kpome
TOTO, M3 PE3yJBTaTOB MOICIUPOBAHUS MOXHO BH-
JIETh, YTO MPU COOTBETCTBYIOLIEM TOCYIapCTBEHHOM
MaKpOperyJupoOBaHUU U KOHTPOJIE, a TaKXKe PaBHO-
BECHOM COCTOSIHUM KOHKYPEHLIMU M KOomepaluu
MEXIY PEeANPUITUSIMA, PA3BUBAIOIIMIACS MTPOMBIIII-
JICHHBI KJjlacTep OydeT, KakK TMpPaBWJIO, MOICIBIO
MPEINPUSITHSI, COXPAHSIONIETO CYIIESCTBYIOIIYIO TO-
JIIO Ha pBIHKE W PACIIUPSIONIETO IMIPOn3BoacTBO. Kor-
a TIPaBUTEILCTBEHHOE MAaKpOpPEryIupoBaHUE WU
KOHTPOJIb 3aBBIIIICHBI VTN CIUIIIKOM MaJbl, MJIA KOH-
KypEHIINSI M KOOTIepallvsd MEXIY IIPEOITPUSITASIMU
HaXOISITCSI B HEPAaBHOBECHOM COCTOSTHMU, KOHSUHBIH
MIPOMBINIICHHBIN KJIacTep OyIeT CTPEMUTHCS K MOJIe-
JIV TIPSATIPUSTHS ¢ pa3pabOTKOI HOBBIX IIPOAYKTOB U
HOBBIX PBIHKOB.

Hayuynas nmoBu3Ha. B npoliecce uzydyeHust 3Bo-
JIIOLIMOHHOTO Mpoliecca MPOMBIIIJIEHHOTO KJIacTepa,
CYILECTBYIOIIVE MCCIIEAOBAHUS TO-TIPEKHEMY OCTa-
FOTCSI KAYeCTBEHHBIM 3TaIlOM OOCYXKIEHMUS TSI TIPO-
U3BOACTBEHHOIO MPOILIECCa U IBOJIOLIMOHHBIX Mpa-
BUJI TIPOMBIIIJICHHOTO Kitactepa. McciiemoBaHus He
SIBIISTFOTCSI TOCTATOYHO TIYOOKMMM U HE TTO3BOJISIOT
KOJIMYECTBEHHO OMNUCATh NWHaAMU4YecKue 3(P(eKTH
MIPOMBINIUIEHHOTO Kiactepa. CiiemoBaTeTbHO, paboTa
YCTaHABIMBAET CBSI3b MEXIY POCBBIM aJITOPUTMOM U
CaMOOPTaHU3YIOIIMMUCS XapaKTePUCTUKAMM TIPO-
MBILIJIEHHOTO Kiaactepa. OObeauHEeHUEe C Teopueit
3aBHCUMOCTHU OT MPEIAbIAYIIETr0 COCTOSIHUS YCIICIITHO
MMPOMOAEIMPOBAIO Pa3BUTHE TTPOMBILIJIEHHOTO KJla-
cTepa MmyTeM afalTalliid PO€BOro aJilTOPUTMa.

IIpakTHyecKass 3HAYUMOCTb. Pe3ynbraTel MU-
TallMOHHOTO MOJEJIMPOBAHUS TIO3BOJSIIOT 3 PeK-
TUBHO MIPOaHaJIN3NPOBaTh BOTIOIMOHHEIN TTpoIece
MMPOMBINIUICHHOTO KJIacTepa, KaueCTBEHHO MOIETH-
pOBaTh 3BOIIONUIO XapaKTePUCTUK M MPaBUJI IIPO-
MBIIIJICHHOTO Kiactepa. Kpome TOro, 310 MOXKET
o0ecneuynTb HOBbIM KaueCTBEHHbIM aHaAINU3 J1s1 aKa-
IEeMUYECKUX MCCACIOBAaHUI MPOMBIIIICHHOTO KJa-
crepa.

KiioueBble cJIOBa: npomuiuiieHHbII Kaacmep,
POl wacmuiy, 3aKOH 380AI0UUU, 3ABUCUMOCIMb OM
mpaexkmopuu

Pexomerndosano 0o nybaikauii O0oKm. mexH.

nayk B. B. Inamywernxom. Jlama Haoxo0xcenHs
pykonucy 29.07.15.
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