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Hayunas noBu3sHa. Pazpaboran DE-anropurm ¢ amm-
TapHOM cTparerveil Jyisi IPUMEHEHHUs B KIIaCTEPHOM aHa-
nm3e 1o meroxy k-cpeanux. Tak xak DE-anroputm npen-
CTaBJIsIeT cOOOH METOA [UIsl IOMCKA ONTHMAJIEHOTO pelie-
HUSI MyTeM HMUTAlUM €CTECTBEHHOTO HBOJIIOIMOHHOTO
mporecca, ero OUINYNTEIbHOW 0COOCHHOCTBIO SIBIISIETCS
€r0 CKPBITHIN MapajuieNn3M U cocoOHOCTh 3(h(ekTHBHO
HCIOB30BaTh MIO0ATBHYI0 MH(QOPMAIHIO, TaKUM 00pa-
30M, HOBBIH W YIYYIICHHBIH alTOPUTM O0Jiee yCTOWYHB U
MOYKeT M30eKaTh MOMalaHus B JOBYIIKY JOKAJIBHOTO OII-
TUMyMa U 3HAYUTEIBHO YCHIUTh d3PPEKT KIacTepU3ainu.
HccnenoBanus 3TOro acrekTa paHee He IPOBOJHIIHCE.

IpakTHyeckas 3HaYMMOCTh. [IpuMeneHue smurap-
Hol crparernu DE-anroputma MOXXeT TOBBICHTB Y dek-

TUBHOCTh M TOYHOCTBH KJIACTEPHOTO aHAJIN3a MO METOIY
K-cpenuux. Pesynbrar skcriepuMeHTaIbHOTO MOJIEIUPO-
BaHMS TIOKa3alJl, YTO HOBBII METOJ, NPEACTaBJICHHBIA B
9TOM cTaThe, 3HAYUTENBHO YIYUIIHI TIPOU3BOANUTEIb-
HOCTbh ONTHUMHM3AIMH, YTO JOKA3bIBAET €r0 IIeIecoo0pas-
HOCTB ¥ () (EKTHBHOCTb.
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K-cpeonux, oughgpepenyuanvnas s6onroyus, 1UmapHas
cmpamezus, ONMUMU3AYUs NPOU3B00UMeNbHOCMU, yelle-
coobpasrocmo, 3¢hghexmusHocms
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ENSEMBLE CLASSIFICATION ALGORITHM BASED
IMPROVED SMOTE FOR IMBALANCED DATA
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MOKPAIIIEHA SMOTE-CTPATETIA KJTACU®IKAIIIL
HE3BAJTAHCOBAHUX TAHUX HA OCHOBI
AHCAMBJIEBOI'O AJITOPUTMY

Purpose. In practical application, the accuracy of the minority class is very important and the research on imbalanced
data has become one of the most popular topics. In order to improve the classification performance for imbalanced data,
the classification algorithm based on data sampling and integration technology for imbalanced data was proposed.

Methodology. Firstly, the traditional SMOTE algorithm was improved to K-SMOTE (an over-sampling method based
on SMOTE and K-means). In K-SMOTE, the dataset was to perform clustering operation, and the interpolation operation
was performed on the connection of the cluster center and the original data point. Secondly, ECA-IBD (an ensemble clas-
sification algorithm based improved SMOTE for imbalanced data) was proposed. In ECA-IBD, over-sampling was con-
ducted by K-SMOTE, and random under-sampling was carried out to reduce the problem scale to form a new dataset.
A number of weak classifiers were generated and integration techniques were used to form the final strong classifier.

Findings. Experiment was carried out on the UCI imbalanced dataset. The results showed that the proposed algorithm
was effective by using the F-value and G-mean value as the evaluation indexes.

Originality. In the paper, we improved the SMOTE algorithm and combined over-sampling technology, under-sam-
pling technology and boosting technology to solve the classification problem for imbalanced data.

Practical value. The proposed algorithm has important value in imbalanced data classification. It can be applied in the

field of different kinds of imbalanced data classification, such as fault detection, intrusion detection, etc.
Keywords: imbalanced data, ensemble learning, over sample, under sample, data classification

Introduction. Classification problem is one of the
most important in the field of data mining. Traditional
classification methods have achieved good results on bal-
anced datasets, but the actual datasets are often imbal-
anced. For the traditional classifier, it aims at pursuing the
overall classification accuracy. The imbalance of the data-
set is bound to cause the classifier to pay more attention to
the majority class samples so that the classification perfor-
mance of the minority class samples declines [1,2]. How-
ever, in practical application, people are more concerned
about the minority class data, and the cost of the error in
its classification is usually larger than that of the majority.
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For example, if the cancer patients were diagnosed as nor-
mal, it would delay the optimal timing of treatment, result-
ing in life threatening for patients. If the fault is identified
as normal, it leads to failure undetected and may lead to
major accidents. In network intrusion detection, if the net-
work intrusion behavior is sentenced to normal behavior,
it will have the potential danger to cause major network
security incidents. Therefore, in practical application, it is
more needed to improve the classification accuracy of the
minority class samples. The research on imbalanced data
has become one of the most popular topics [3].

The imbalanced classification is such a problem where
the number of training samples in the class distribution is
not balanced and the number of samples in one class is far
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less than in the other one. In recent years, many scholars
have proposed a variety of improved algorithms for imbal-
anced data classification. There are two main ways to im-
prove the classification: one is realize dat the data level
[4], the other,at the algorithm level [5—7].

On the data level, the method includes over-sampling and
under sampling. It is intended to improve the imbalanced da-
taset by some mechanism and obtain a balanced data distri-
bution. It is one of the important ways to deal with the imbal-
anced data classification because it is more advantageous to
improve the overall classification performance [4].

Random over sampling is the most basic method to
deal with imbalanced data. The algorithm replicates the
minority class samples by random selection and adds the
generated samples to the minority class. However, it is also
possible to make the classifier learning appear overfitting.

Unlike the over-sampling, theunder-sampling is to re-
move the data from the original data. The most basic un-
der-sampling technique is random under-sampling, which
is to reduce the number of samples of the majority to make
it the same as the number of the minority. However, it is
also possible to lose the representative samples in the pro-
cess of samples deleting.

At the algorithm level, the imbalanced data classifica-
tion methods include cost sensitive learning [5], kernel
method [6], integration method,etc.[7].

Ensemble classification learning is a machine learning
technique. It uses a simple classification algorithm to get a
number of different base classifiers that are combined in
some way to receive a strong classifier. Ensemble learning
plays an important role in the field of machine learning.

With the development of the integrated learning te-
chnology, more and more researchers introduce ensemble
learning into the classification of imbalanced data and get
many research results.

Galar, Fernandez, and Barrenechea (2013)[8] developed
a new ensemble construction algorithm (EUSBoost) based
on RUSBoost, one of the simplest and most accurate en-
semble, which combined random under-sampling with
Boosting algorithm. Khoshgoftaar, Van Hulse and Napolita-
no (2011) [9] compared the performance of several boosting
and bagging techniques in the context of learning from im-
balanced and noisy binary-class data. The experiments
showed that the bagging techniques generally outperform
boosting, and hence in noisy data environments, bagging
was the preferred method for handling the class imbalance.
Ghazikhani, Monsefi and Yazdi (2013) [10] proposed an on-
line ensemble of neural network (NN) classifiers. The main
contribution was a two-layer approach for handling class
imbalance and non-stationarity. In the first layer, cost-sensi-
tive learning was embedded in the training phase of the
NN, and in the second layer, a new method for weighting
classifiers of the ensemble was proposed.

The combination of sampling technology and ensem-
ble learning is an effective method to solve the problem of
imbalanced data classification [8]. However, the existing
algorithms are often unable to combine the advantages of
the two methods effectively. For example, the traditional
over-sampling technique blurred the boundaries of the
majority and the minority. The traditional over-sampling
technology leads to a large scale of data as well as low
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classification efficiency. It is also possible to lose some
valuable data after processing the imbalanced datasets by
using the under-sampling technique. In addition, the
choice of integration algorithm often affects the classifica-
tion accuracy of the algorithm.

To solve the above problems, the authors of the paper
proposed an ensemble classification algorithm based im-
proved SMOTE for imbalanced data (ECA-IBD), which
combined the improved over-sampling technology, under-
sampling technology and boosting technology to generate
an efficient classifier for imbalanced data. Firstly, the exist-
ing over-sampling technology SMOTE was improved to
increase the efficiency of the sampling. Secondly, the data-
set was sampled by an improved over-sampling method to
balance the dataset. The scale of the balanced dataset was
reduced by the under-sampling technique. Thirdly, ensem-
ble technology was used to generate a strong classifier to
improve the performance of the classifier. At last, the ex-
periment was carried out on the imbalanced dataset; the
validity of the algorithm was verified by using F-value and
G-mean values as the evaluation indexes.

Related works. SMOTE algorithm. SMOTE is a kind
of over-sampling method that changes the balance of the
dataset. It is to increase the number of minority class data
and achieve a balance with the majority class.

In SMOTE, it searches for the nearest K adjacent sam-
ples in each data sample x of minority class dataset and
randomly selects N samples in the nearest neighbor data-
set recorded as y;, ¥, v3,... ¥,- The random linear interpola-
tion operation is carried out between the minority class
data x and y; (j = 1, 2, N) to construct a new minority
samples p;. The interpolation operation is as follows

p; =x+rand(0,)*(y; —x),j=12,...,N.

Where rand (0, 1) represents a random number in the
interval (0,1) ,p; represents new synthetic samples, x rep-
resents the sample of the minority class, y; represents the
Jj-th neighbor samples of x, these new synthetic minority
class is merged into the original dataset to generate new
training set.

K-means algorithm. The K-means algorithm is a kind
of clustering algorithm based on the Euclidean distance,
using distance as the similarity evaluation index. In K-
means algorithm, the closer the distance between the two
objects is, the greater the degree of similarity is. The clus-
ter of the algorithm is composed of the objects, which are
close to each other, so its final goal is to get a compact and
independent cluster. The K-means algorithm is described
as follows:

Step 1. Select k objects as the initial cluster center from
N data objects.

Step 2. The distance between each object and the cen-
ter object is calculated according to the mean value of
each cluster, and the corresponding object is divided ac-
cording to the minimum distance.

Step 3. Calculate the mean (center object) of each cluster.

Step 4. Calculate the standard measure function, when
a certain condition is satisfied, the algorithm terminates. If
the condition is not satisfied, return to step 2.

Methods. The traditional SMOTE algorithm was
improved to K-SMOTE to prevent interpolation genera-
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lization. Then, an integrated classification method for im-
balanced dataset was proposed, which combined over-
sampling and under-sampling.

The K-SMOTE algorithm based on K-means. There
are two deficiencies in the SMOTE algorithm. First, the
algorithm treats all the insertion location in the same way.
Second, it blurred the boundaries of the majority and the
minority. To demolish the defects, the improved algorithm
needs to insert data items in the regional distribution and
not to insert data items at the boundaries.

In K-SMOTE, the clustering operation was performed
before interpolation, and the interpolation was performed
in the clustering region, which could effectively prevent
the interpolation generalization. At the same time, the in-
terpolation formula was modified inK-SMOTE, and the
interpolation data was on the connection between the clus-
ter core and the original data point.

The principle of K-SMOTE algorithm was as follows:
for the minority class, we first used the K-means algorithm
for clustering operation. After cluster operation, the fixed
K clusters were formed and the core of each cluster was
recorded. The interpolation operation was performed for
each cluster sample. The original sample point was inter-
polated by the cluster center, which was used as the origi-
nal sample point. Specific steps of K-SMOTE were as fol-
lows:

1. Find the center of the minority class samples.

2. Create a new minority class. K-SMOTE improved
the problem of SMOTE algorithm as follows

p; =x+rand(0,1)*(X, - x),j=12,...,N,

where rand (0, 1) represents a random number in the inter-
val (0, 1), p; represents new synthetic samples, x repre-
sents the minority class. X, represents the center of the
minority class.

3. Replace the minority class of the original dataset
with the new minority class. Then the new dataset was put
into original dataset to get the final sample.

An ensemble classification algorithm based improved
SMOTE for imbalanced data (ECA-IBD).An ensemble
classification algorithm based improved SMOTE for im-
balanced data named ECA-IBD was proposed. In ECA-
IBD, K-SMOTE was used to perform over-sampling on
imbalanced data to balance dataset, then, random under-
sampling was carried out in equilibrium data to form mul-
tiple weak classifiers. Finally, the multiple weak classi-
fiers were integrated to form the final strong classifier. The
algorithm description of ECA-IBDis shown in Table 1.

Compared with the existing imbalanced data classifica-
tion method, ECA-IBD used the K-SMOTE over-sampling
technique to increase the number of the minority class and
adjust the balance degree of the imbalanced dataset, to ba-
lance the data distribution. Under the condition of keeping
the distribution of the whole dataset, the under-sampling was
used to reduce the training data and reduce the size of the
dataset, to reduce the training time of the model and improve
the classification efficiency of the algorithm.

At the same time, ECA-IBD trained the weak classifier
in each iteration process and used the ensemble learning
method boosting technology to combine the classifier. Ac-
cording to the classification results,the samples were giv-
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Table 1
The algorithm description of ECA-IBD

IHPUt: Dataset: D = {(xla yl)a (x27 yZ)’ LR (xn)yn)};
Base classifier: C;

Over-sampling rate: M;

Under-sampling rate: N

Output: Strong classifier: F(x)

Process:

Step I: The weights of the samples were initialized:

W(i) = 1/n

Step 2: The minority class P (Positive class) was
sampled by K-SMOTE to form a balanced data at rate M.

Step 3: The whole dataset was under-sampled ran-
domly at rate N under the condition of keeping the data
distribution. The dataset D" was formed and its weight
distribution was W.

Step 4: fork=1t0 K

1) Train weak classifier according to the training da-
taset D and its weight distribution W’, and calculate the
weak hypothesis 4,: X x Y —> [0, 1]

2) Calculate the pseudo loss of 4,

&= D DO-fi(x.y)+ fi(x.9)
@y)yizy

3) Calculate the weight update parameters:

1
0 = 5-(1 = [ )+ [, 00))
4) Update weight distribution W,
VVk+I (l) = I/Vk+] (I)B?k
5) Normalization processing:

Wi ()
2 WD)

Step 5: The final classifier obtained by K weighted
voting:

Win () =

F(x)=ZBk'f(x7y)

en a new weight to generate multiple weak classifiers, the
final output results were obtained by the weight of the
weak classifier. Therefore, the algorithm could improve
the classification efficiency and increase the classification
accuracy of the minority class.

Experiment and result analysis. Evaluating indica-
tor. For the classification method of balanced data, the clas-
sification accuracy is commonly used as an evaluation in-
dex. However, this evaluation index is the same for the cost
of error classification of all kinds of samples, so the evalu-
ation index is not reasonable in the imbalanced dataset.

Typically, in imbalanced datasets, the positive class
(Positive) represents a minority class, and the negative
class (Negative) represents the majority class. The evalua-
tion index of imbalanced data is generally based on the
confusion matrix.
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As shown in Table 2, TP represents the number of pos-
itive samples that were assigned into the positive class; FP
represents the number of positive samples that were as-
signed into the negative class; FN represents the number
of negative samples that were assigned into the positive
class; and TN represents negative samples that were as-
signed into the negative class.

Table 2
Confusion matrix

Category Actual Positive Class | Actual Negative Class
Exp.e.rlmental TP FN
positive class
Experimental

. FP TN
negative class

The precision of reaction represents the ratio that ac-
tual positive sample which is classified as positive is ac-
counted for all the actual positive class

P

Precision =———.
TP + FP

The recall represents the ratio that actual positive sam-
ple, which is classified as positive is accounted for all the
experimental positive class

P

Recall =———.
TP+ FN

Recall, Precision and F-value are the evaluation crite-
ria for the positive class (minority class). In general, the
F-value is used as the evaluation criterion for the classifi-
cation of imbalanced datasets

(1+1? ) x Recall x Precision
[? x Recall + Precision

F -value =

where A expresses the relative importance of Recall and
Precision, and A is often assigned to 1.

G-mean is based on the correct classification rate of the
minority class and the classification accuracy of the major-
ity class, and it is usually used as a measure of the overall
classification performance of the imbalanced dataset

\/ N
G—-mean=,|—
TN + FP

Here, F-value and G-mean were selected as the evalu-
ation criteria to evaluate the performance of the algorithm
on the imbalanced dataset.

Experiment data and results analysis. The experi-
ment was carried out on UCI sets and the proposed algo-
rithms were compared with the existing algorithm [4, 8] to
make the effectiveness assessment.

In order to evaluate the effectiveness of the algorithm
ECA-IBD for imbalanced data, 5 datasets were selected to
carry out the experiment shown in Table 3. In the selected
dataset, the number of minority class samples and major-
ity class samples is not balanced.

In order to cancel the orders of magnitude difference
between the dimensions of data and avoid large prediction

X Recall .
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Table 3
The dataset of theexperiment
Proportion .
Name of Sample | Number of Minorit Attribute
Dataset Number | of Minority %) Y| Number
0
breast-cancer 286 85 29.7 10
hepatitis 155 32 20.6 20
adult 1605 395 24.6 14
sonar 133 22 16.5 60
letter 20 000 789 3.9 16

error caused by differences in input and output, data nor-
malization function was used here. The input feature value
was normalized to [-1, 1] by data normalization function
as follows

X = (X = Xonin )/(xk ~ Xinax ) -

The experiment was carried out 3 times, and the aver-
age value was taken as the final result. The experiment
results are shown in Table 4 and Table 5. Table 4 shows the
F-value comparison of the 4 algorithms in the 5 datasets.
Table 5 shows the G-mean comparison of the 4 algorithms
in the 5 datasets.

As we can see from the Table 4 and Table 5, the SVM
was used to classify the imbalanced datasets directly;F-va-
lue and G-mean were relatively low. That was because it
did not balance the imbalanced dataset.

We can also see that the SMOTE algorithm has been
carried out to balance the partial dataset, so F-value and
G-mean have been improved significantly.

As shown in Table 4 and Table 5, the AdaBoost used a
number of classifiers for integration; the classification rate
was higher than that of the SVM. However, the improve-
ment was not very obvious in some data because the im-
balance of the dataset was not handled. For example, in
the Sonar dataset the improvement of values of F-value
and G-mean was not very obvious.

Table 4
Comparison of experiment results (F-value value)

Name Classification Algorithm
of Dataset SVM SMOTE | AdaBoost | ECAIBD
breast cancer| 0.508 0.695 0.522 0.755
hepatitis 0.537 0.812 0.674 0.834
adult 0.624 0.628 0.634 0.652
sonar 0.456 0.521 0.491 0.683
letter 0.732 0.894 0.864 0.934
Table 5

Comparison of experiment results (G-mean value)

Name Classification Algorithm
of Dataset SVM SMOTE | AdaBoost | ECAIBD
breastcancer 0.554 0.722 0.735 0.790
hepatitis 0.718 0.881 0.904 0.937
adult 0.688 0.691 0.689 0.703
sonar 0.555 0.655 0.568 0.706
letter 0.901 0.947 0.932 0.958
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Because ECA-IBD used K-SMOTE algorithm to ba-
lance the imbalanced dataset and used the integrated tech-
nology to strengthen the classifier, so it had better classifi-
cation rate, and the F-value and G-mean were higher than
in the other algorithms.

At the same time, compared with AdaBoost, the mo-
deling time of ECA-IBDwas reduced from 18.5s to 6.7 s.
It was because the ECA-IBD performed under-sampling
for the balanced dataset, reducing the size of the sample
set and shortening the running time.

Conclusions. Based on the improved SMOTE algorithm
and integration technology, we proposed an integrated clas-
sification algorithm for imbalanced data. First, the traditional
SMOTE algorithm was improved to K-SMOTE, reducing
the defects of the SMOTE algorithm. Then, combined with
the classifier ensemble technology, an integrated classifica-
tion algorithm for imbalanced data named ECA-IBD was
proposed. In ECA-IBD, K-SMOTE was used to conduct
over-sampling, and random under-sampling was carried out
to reduce the problem scale and form a new dataset. In the
new dataset, a number of weak classifiers were trained to
generate, and integration techniques were used to integrate
several weak classifiers to form the final strong classifier. The
experiment was carried out on the UCI dataset, F-value and
G-mean were used as the evaluation indexes to evaluate the
proposed algorithm. The experiment result have proved the
effectiveness of the new algorithm.
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Meta. Y npakTHYHOMY 3aCTOCYBaHHI TOYHICTH MiHO-
PHUTApHOTO KJIACy JIy’Ke BaXKJIMBa, TOMY JIOCII/DKEHHS He-
30aJIaHCOBAHUX JITAHUX CTAJIO OJIHUM 3 HAWOMYJISIPHIIINX
HAarpsMiB. 3 METOIO MiABUIICHHS eeKTHBHOCTI Kiacudi-
Kalii He30aaHCOBaHUX JIaHHX, y CTATTi 3allPONOHOBAHO
aNropuT™ Kiacugikauii Ha OCHOBI BUOIPKH JaHUX 1 TeX-
HOJIOTIT iHTerpanii He30aJaHCOBaHNX JaHUX.

Mertoauxa. [To-neprue, Tpagumniiiamii amropurm SMOTE
oyB mominmenuit 10 K-SMOTE (meton 30UTbIICHHS Yica
TIPUKIIAIIB MIHOPUTAPHOTO KJacy, Mo 00’ €IHye CTpATEeTito
cemmutinary SMOTE Tta meton K-cepennix). ¥ K-SMOTE,
Ha0lp JaHWX MiUIraB KIacTepHU3allii, a iHTePIIONSIIS Ipo-
BOJIMJIACS. MIXK TIEHTPOM KJIACTepa Ta TOYKOKO BHXITHHUX Ja-
uux. [lo-gpyre, 6yB 3anpononoBanuii anroputM ECA-IBD
(momimuena SMOTE-crparerist kinacudikanii HezdaiaHco-
BaHHUX JIAHKX Ha OCHOBI aHCAMOJIeBOTO aroputmy). Y ECA-
IBD, 30uibllicHHS YKCia TPUKIAiB MIHOPUTAPHOTO KIIAcy
npoBoautocs 3a ornoMororo K-SMOTE, a 3MeH1eHHs uuc-
Jla TIPUKJIaiB MaKOPUTAPHOTO KJIACY MPOBOMIIOCS METO-
JIOM BHITaJIKOBOTO BiZI0OOPY, 3 METOIO 3MEHIIIEHHS MacITady
poOneMu i popMyBaHHS HOBOTO Habopy manuX. Llimwmit psix
crmabkux KiracuikaTopiB i MeTONiB iHTerparii Oyl0 BHKO-
pucTaHo 1 (GOpMyBaHHS KIHIIEBOTO CHITBHOTO Kiachika-
TOpA.

PesyabraTu. Excnepument nposoguses Ha UCI Ha-
00pi He30aTaHCOBaHUX MaHUX. Pe3yabraru mokasaiu, 1o
3alpOIIOHOBAaHHI ANTOPUTM e(EeKTUBHHUN 32 BUKOPHCTAH-
Hs1 F-3HaueHHst Ta G-cepeHbOr0 3HAYCHHS B SIKOCTI OIli-
HOYHUX 1HJICKCIB.

HayxoBa HoBu3Ha. [Tokpameno anroputm SMOTE it
CKOMOiHOBaHi cTparerii 30UIbIICHHS YHCIa MPUKIAJIIB
MIHOPUTApHOTO KJIacy Ta 3MEHIICHHS YMCIla MPUKIAJIB
Ma)KOPUTAPHOTO KJIAcy, 1 TEXHOJOTis OyCTIHTY AJIS BHpI-
IICHHS 3a7a9 Kiacudikarlii He30aTaHCOBAaHUX JaHUX.

IpakTHyHA 3HAYUMICTb. 3aIPOIIOHOBAHHI ATTOPUTM
Mae BOKIIMBE 3HAYCHHSI [T KiTacu(ikaii He30arIaHCOBAaHNX
JaHuX. BiH Moke 3acTocoByBatucsi B 0ararbox oONacTsX,
TaKMX SIK BUSBIICHHS HECIIPABHOCTEH, BTOPrHEHHS 1 T. 11.

KuarwuoBi cioBa: nesbarancosani oani, komnosuyitine
HABYAHHS, 30IIbUIEHHS YUCIA NPUKAAOIE MIHOPUMAPHO20
KAACy, 3MEeHWeHHs YUCIA NPUKIAdie MAadcopumaphozo
Kracy, kuacugikayis OaHux

Ieas. B npakTryeckoM NpuMeHEHUH TOUHOCTh MUHO-
PUTapHOTO KJIacca OYEHb BaXKHa, IOATOMY HUCCIIEJOBAaHUE
HecOaTaHCUPOBAHHBIX JAHHBIX CTAJ0 OJHUM U3 CaMbIX
MOMYJSIPHBIX HarpaBieHuid. C [ENb0 MOBBIICHUS (-
(hekTHBHOCTH KJIacCHpUKAIIMKA  HecOaTaHCHPOBAHHBIX
JAHHBIX, B CTaThe MPEIJIOKEH aITOPUTM KIIaCCH(DUKAIIH
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IHOOPMALIWHI TEXHONOTII, CUCTEMHUN AHANI3 TA KEPYBAHHSA

Ha OCHOBE BBIOOPKHU JTAaHHBIX U TEXHOJOTHMH WHTETPAIHH
HecOalaHCUPOBAaHHbBIX JAHHBIX.

Mertoauka. Bo-nepBbiX, TpaJulMOHHBIN alropuT™M
SMOTE 6511 ymyumen 1o K-SMOTE (meton ysemmue-
HUS 9UCIIa IPUMEPOB MHHOPUTAPHOTO KJlacca, 00beInHS-
roummii ctpareruro cemruimara SMOTE u meton K-cpen-
aux). B K-SMOTE, Habop maHHBIX MOAJIEKa KI1acTepu-
3aliM, a WHTEPHOJLIIUS MPOBOAMIACE MEXIy LEHTPOM
KJIacTepa M TOYKOM MCXOAHBIX MaHHBIX. BO-BTOPBIX, OBLI
npemioxker anroput™ ECA-IBD (ynyumennas SMOTE-
cTparerusi KiacCU(pUKauyu HecOalaHCUPOBAHHBIX JlaH-
HBIX Ha OCHOBe aHcamoOieBoro anropurma). B ECA-IBD,
yBEJIMYEHUE YHCIAa NPUMEPOB MHHOPUTAPHOIO Kiacca
npooauiiock ¢ nomoueio K-SMOTE, a ymenblieHue
Yycla MPUMEPOB MaKOPUTAPHOTO KIlacca MPOBOIMIOCH
METOJIOM CITy4YaifHOTO 0TOO0pA, C IENIBI0 YMCHBIIICHUS Mac-
mraba mpobieMsl ¥ (OPMHPOBAHUS HOBOTO HabOpa JTaH-
HBIX. Llensrii psn cmadbIx KI1acCH(pUKATOPOB M METOIOB
WHTETpali ObLT MCIIONB30BaH Uit (HOPMHPOBAHUS KO-
HEYHOTO CHIIBHOTO KiIacCH(UKaTopa.

Pe3yabrarhl. Oxcnepument nposoamwica Ha UCI va-
6ope HecOamaHCHPOBAHHBIX JAHHBIX. Pe3ynbraTsl mokasa-

Guangbin Sun!,
Honggi Li’,
Haiying Huang?

JIM, YTO TPEIIOKCHHBIN anropuT™ 3(G(HEKTUBCH MPH HC-
nosib3oBaHuu F-3nauenus u G-cpeaHero 3HaueHus B Kaue-
CTBE OIICHOYHBIX MHICKCOB.

Hayuynas noBusna. Yiyumen anroputm SMOTE u
CKOMOWHHUPOBAHBI CTPATETHH YBEIWYCHUS YHCIA TIPUME-
POB MHHOPHTAPHOTO KJIACCa W YMEHBIICHUS YNCIIa TpHU-
MEpPOB Ma)KOPUTAPHOTO KJIacca, a TaKkkKe TeXHOJOTHs Oy-
CTHUHTA JIJIs pEIIeHMsI 3a]1a4 Kiaccupukany HecOamancu-
POBAHHBIX JTAHHBIX.

IIpakTHyeckas 3HAYUMOCTB. [IpensioxkeHHbIN anro-
PUTM MMCET BaKHOE 3HAYCHHUC IS Kiaccu(UKAIMKA He-
cOamaHCUPOBaHHBIX NaHHBIX. OH MOXET OBITh IPUMCHCH
BO MHOT'HIX 00J1aCTsIX, TAKUX KaK OOHAPYKEHUE HECUCTIPAB-
HOCTEH, 0OHAPY)KCHHE BTOPKCHUS U T. II.

KuaroueBble cJI0Ba: HecOAnaHcupogamHvle OauHble,
KOMRO3UYUOHHOE 00yYeHUe, YenuyeHue Yucid npumepos
MUHOPUMAPHO20 KIACCA, YMEHblUeHUe YUCId NPUMEPOS
Mad¢CoOpUmMapHo2o Kiaccd, Kiaccu@ukayus OaHHbIX
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IMPROVED K-MEANS ALGORITHM AUTOMATIC ACQUISITION
OF INITIAL CLUSTERING CENTER
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Xaiiin Xyan?

1 — Kuraiicekuii ynisepcutet Hadtu, M. [lexin, KHP
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VIOCKOHAJEHUA AJITOPUTM K-CEPEJHIX ABTOMATUYHOT O
BU3HAYEHHSA NIOYATKOBUX 3HAYEHD HEHTPIB KJIACTEPIB

Purpose. The traditional K-means algorithm requires the K value, and it is sensitive to the initial clustering center.
Different initial clustering centers often correspond to the different clustering results, and the K value is always required.
Aiming at these shortcomings, the article proposes a method for getting the clustering center based on the density and
max-min distance means. The selection of the clustering center and classification can be carried out simultaneously.

Methodology. According to the densities of objects, the noise was eliminated and the densest object was selected as
the first clustering center. The max-min distance method was used to search the other best cluster centers, at the same time,

the cluster, which the object belongs to, was decided.

Findings. Clustering results are related to the selection of parameters 0. If the sample distribution is unknown, only
test method can be used through multiple test optimization. With prior knowledge for the selection of 6, it can be con-

verged quickly. Therefore, 6 should be optimized.

Originality. This article proposes the new method based on the density to get the first initial clustering center, and then
the new method based on the maximum and minimum value. The improved algorithm obtained through experimental

analysis insures higher and stable accuracy.

Practical value. The experiments showed that the algorithm allows for automatic obtaining of the k clustering centers
and have a higher clustering accuracy in unknown datasets processing.
Keywords: clustering, K-means clustering, max-min distance method,density

Introduction. Clustering means that a given object is
divided into several clusters based on the given definition
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of similarity so that the objects within a cluster can be as
similar as possible and the objects of different clusters can
be as different as possible. According to the clustering
rules, the clustering algorithm can be divided into: based
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