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CXEMA METOAY PEJIEBAHTHUX BEKTOPIB, 3ACHOBAHA HA
V3ATAJIBHEHOMY CUHTYJIIPHOMY PO3KJAJAHHI/JIIHIMHOMY
JUCKPUMIHAHTHOMY AHAJII3I J1JIAA BUABJEHHSA
HECITPABHOCTEM 3YBIIB POTOPA ACUHXPOHHOI'O IBUT'YHA

Purpose. Induction motors (IM) are the most important components in commercially available equipment and in-
dustrial processes. In this work, a framework based on the relevance vector machine (RVM) and generalized singular
value decomposition/linear discriminant analysis (GSVD/LDA) used as fault detection of broken rotor bars (BRB) in
IM is presented. We have obtained some important experimental results, which may become very helpful for the fault
detection in induction motors.

Methodology. First, we used GSVD/LDA to reduce the dimension of stator current. Then the multiclass classifier as
the fault diagnosis was decomposed into several binary RVM classifiers using One-vs-All method and their kernel pa-
rameters were determined through cross-validation.

Findings. By reducing the dimension of the current signal through GSVD/LDA, we lowered its redundancy signifi-
cantly, so that the several binary RVM classifiers using One-vs-All method can perform better. The simulation results
demonstrated that, the proposed method is more effective in identifying the fault of BRB in IM as compared with its
counterpart.

Originality. We made a study of fault detection of broken rotor bars in induction motor by combining GSVD/LDA-
based dimension reduction with the binary RVM classifiers using One-vs-All method. We verified its effectiveness
through the simulation. We have not found previously-made researches on this aspect.

Practical value. The proposed method can be embedded in the fault diagnosis system of IM as a separate module.

Since it shows the satisfactory accuracy, it can provide a reliable anchor for industrial and agricultural productions.
Keywords: RVM, GSVD/LDA, induction motors, broken rotor bars, One-vs-All

Introduction. Induction motors (IM), as a major source
of power, are widely used in all types of industries because
of their high reliability and robust design. However, they are
subject to failures due to locked rotor, unbalanced supply
voltage, overload, broken rotor bars and so on [1-3]. There-
fore, the diagnosis of motor failures especially for broken ro-
tor bars (BRB) is very important and needs to be highly ac-
curate [4]. Various methods are applied for fault diagnosis of
BRB in IM, some methods utilize the steady-state spectral
components of the stator, these spectral components includ-
ing current, voltage and power are often used to detect bro-
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ken rotor bars. H. Douglas et al. [5] proposed a new method
based on wavelet analysis; in this work, the startup transient
current of IM was used as the medium for diagnoses; the
fundamental component was extracted using an algorithm
predicting the instantaneous amplitude and frequency during
startup, and the residual current was then analysed using
wavelets. J. Milimonfared et al. [6] found that, the motor was
disconnected from the supply, and the induced voltage in the
stator due to only rotor flux was utilized to detect the fault.
Some pieces of literature have been summarizing the latest
findings and trends in the field over the last decade with a
number of survey papers, which has greatly promoted the te-
chnology development of fault diagnosis for BRB in IM
[7-9].
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The relevance vector machine (RVM), recently develop-
ed by Tipping [10], is a machine learning technique that uses
Bayesian inference to obtain parsimonious solutions for reg-
ression and probabilistic classification. Like support vector
machine (SVM) [11], it can efficiently deal a nonlinear classi-
fication by mapping samples from low dimensional space in-
to high-dimensional space with a nonlinear kernel function.
In this work, we proposed a framework based on RVM and
GSVD/LDA used as fault detection of BRB in IM. We used
GSVD/LDA to reduce the dimension of stator current, and
then the multiclass classifier serving as fault diagnosis was
decomposed into several binary RVM classifiers using One-
vs-All method; and their kernel parameters were determined
through cross-validation. The simulation results demonstrate
the effectiveness of the proposed approach.

Fault characteristic of BRB. When the BRB faults of an
induction motor occur, there is an increase in the current dis-
tribution in the two bars adjacent to the broken rotor bar; this
causes an unbalanced air-gap local field and a modulated sta-
tor current. The frequency components, which are character-
istic of BRB as a sequence of harmonics, are expressed as
[12]

/, =[(§)(1—s>is1fo,k —1.2,-

Here f; is the supply frequency, p is the number of pole pa-
irs, k is an integer and s is the rotor slip. When 4=p the stron-
gest harmonic will occur, and it will signify the lower side-
band at (1-2f)s, the harmonic will generate torque and spe-

ed ripples at a frequency of 2sf, it causes an upper sideband
harmonic at (1+2f)s . Therefore, the additional component at

frequencies around the fundamental induced by BRB is de-
fined as

fo=(0x2ks) f) k=12, -

Where f; is the fundamental frequency and s is the rotor

slip. To express the IM stator current with broken bars, a sim-
plified model containing additional current frequencies is gi-
ven by

i(t) =1, cos(opt —@,) +

N
+Z 1, cos[(1=2ks)wt — @, 1+ (D
k=1

N
+ 1, cos[(1+2ks),t — @, 1+ n(?) .
k=1
Where, /; is the fundamental current amplitude, /,,, and
I,,, are the magnitudes of the left and the right additional co-
mponents respectively, @,is the angular frequency, ¢, is the
main phase shift, ¢,,,and ¢,, are the initial phase angles of

the left and the right additional components respectively,
n(t) is Gaussian noise with zero mean.
RVM for classification. Tipping [10] proposed the Rele-
vance Vector Machine (RVM) to recast the main ideas be-
hind SVM in a Bayesian context. For two classes classificati-

on, given a training dataset {x,,?, }:’21, and the corresponding

n>"n

output is ¢, € {0,1} .The following classification model can be
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used to describe the mapping relation between the input pat-
tern vector x and the output ¢

t,=y(x,,W)+¢,, t=y+e - 2)

Where the errors €= (¢,......&,) are modeled probabilisti-
cally as independent zero-mean Gaussian, with variance o2,
sop(e)=[1,,N(z]0.6°), w=(w.....w,)is the parameter vector
and y(x,.w)can be expressed as a linearly weighted sum of
some basis functions ¢(x)

M
y(x W)= w4, (x)+w,, ¥ =Pw
m=l

Here ®=[g,---,4,] is the NxM design matrix whose co-
lumns comprise the complete set of M basis vectors. Note
that the form of the function (2) is equal to the form of the
function for a SVM, where we identify our general basis
functions with the kernel as parameterized with the training
vectors

4, (x)=K(x,x,) and ¢(x,)=[LK(x,x, ), K (xy,%,)]>
when classify y(x|w) the Sigmoid function is used as

1

P, :1‘W)=U[y(x[;w)]=w'

Then the Likelihood function is obtained as
pe|w) =] oly:wl A-olyx: W)™ .
i=1

Using the Laplace approximation, and for a fixed value
of a, the mode of the posterior distribution over w is obtained
by maximizing

Wyp = argmaXP(W|t>a) =

_ p(|w)p(wla)p(a)
=—argmax —————— =
w p(a,l‘)

= arg max p(t|w)p(w|a) =

= argmax log(p(t |w)p(w|a)) .
Its Logarithmic likelihood function is

log(p(t|w) p(w|a)) =

N
= [tlogy, + (1 —t)log(1—y)]—0.5w" Aw.

i=1

The mode and variance of the Laplace approximation for
ware

Wiyp = ZMP O’ Bt
S =(A+o70®) "

Where B is NxN diagonal matrix with b,,=/(x,;w)(1-/x,;w)),
the marginal likelihood is
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p(t|x,a)= jp(t X, w)pw‘a)dw =

=pl

X, Wyp) P(Wyyp ‘a)(Zﬂ')M/Z |20 ‘]/2 .

When maximizing the above equation with respect to
each q;, one eventually obtains

_ =24 -
-

( O_Z )/ww ‘
N=Y a3,
i=0
LDA/GSVD. LDA/GSVD based on Fisher linear discrimi-
nation analysis and the theory of generalized singular value
decomposition is used as feature dimension reduction to the
singular data space, it can effectively avoid the calculation
about any data set between the between-class scatter matrix
and the within-class scatter matrix, thus solving the small sa-
mple problem.
Suppose a data set of 7 data vectors in n-dimensional spa-
ce is denoted as

A={x1,x2,-~,xN eR"} =OA‘/.,
j=1

Where ¢ is number of classes, and each subclass 4, has »;

samples and 4 <¢.The between-class scatter matrix and the
within-class scatter matrix are respectively defined as

Sy =2 m (1, — 1) (a, —11) s
k=1

S =% (n-m)(x-) -

k=1 xedy

1 1 .
Where u, =— z x, and u= 72;1& are the centroid of
C =

the ith class and the global centroid respectively, then we de-
fine

Hy = =0 =) -0

HW :[A1 _/u]elTaAz —,uze;‘,---,Ac —,ucef,‘] .

Here e, =[1,1,---,11€ R** then we have: S, = H,H' and
S, =H,H] ,s0we obtain

w

UTH, X =diag(a,,a,,,a,)’

VTHWX =diag(B, Bss -5 B,) -

Where U and ¥ are orthogonal respectively, X is nonsin-

gular.
The procedure of LDA/GSVD is described as follows:

T
then define J(w)= WT?*W
w oW

w

1. Compute S, and

W

2. According to equationH,andH, , then define K =
=[H,,H,]", and compute its singular value decomposition
PTKTO= [R o} .

0 0

3. Let t=rank(K)and compute the SVD of P(1:¢,1:¢)

whichis U'P(l:c,l:W =) .
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4. ComputeX:Q{Rilow ﬂ and W, =X(1:m,1:c~1),

5. For a high dimension sample x, € R’ the new redu-
ced-dimension feature is expressed as

y=W,x.

Simulation results. To evaluate the performance of the
proposed method, a numerical simulation has been perfor-
med. This signal is similar to the measured current for three
broken bars at rated load. We use the equation (1) to generate
this signal, and the corresponding parameters are set as
I,=5A, 1,,=008A, I, =0061A, =100z, @=7/4

G =713, Py =7/ 6,5=0.024, N=1,2,3,4, the sampling

frequency is 250 Hz and the sampling length is 1024.

The objective of the fault diagnosis of BRB in IM is to de-
velop classifiers that are able to identify any input combinati-
on as belonging to one of the different fault classes. For de-
veloping the proposed classifier, there are five different fault
conditions including normal, / broken bar, 2 broken bars, 3
broken bars and 4 broken bars, each of which contains 30
samples, so a total of 150 samples as a data set is used to the
classifier. 100 examples are randomly taken from each fault
condition of the data set and used for training the classifier,
the rest are used for testing.

The time domain waveform of each fault condition and
its corresponding spectrogram diagram is illustrated in
Fig. 1-5. We use GSVD/LDA to reduce dimension for 100
training samples. Fig. 6 shows the feature vector of the re-
duced-dimension training samples, it can be seen that the
first 4 feature vector components are not equal to 0, and the
rest are almost 0, moreover, the between-class scatter is very
large and the within-class scatter is very small, thus it will ef-
fectively improve the classification accuracy of the classifier.
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Fig. 2. 1 broken bar condition
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Fig. 3. 2 broken bars condition
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Fig. 6. Feature vector component of reduced-dimension
training samples

The fault diagnosis of BRB is taken as a multiclass classi-
fication problem, which can be decomposed into several bi-
nary classification problems; and they can be solved effici-
ently using binary classifiers. In this work, we use One-vs-
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All approach to deal the decomposition for the multiclass
classification problem. It reduces the multiclass problem am-
ong 5 classes into 5 binary problems, in which each problem
discriminates a given class from the other 4 classes, with the
samples of that class as positive samples and all other samp-
les as negative. Then these binary classifiers are tested using
the training samples, this strategy enables each binary classi-
fyer to produce a real-valued confidence score for its deci-
sion. The real-valued output is considered the winner, and
this class label is assigned to that example, when the binary
classifier is tuned well. This simple method will provide a
good classification accuracy, which can match many other
more complicated multiclass classification approaches. For
the binary classifiers, the Gaussian kernel is used as the ke-
rnel function of RVM, there is one parameter to be determi-
ned which plays a critical role in the performance of RVM,
the appropriate selection for kernel parameter may cause its
sparsity and accuracy. For this binary classifiers, we use 10-
fold cross-validation to investigate the appropriate kernel pa-
rameter, each kernel parameter is tried and the one with the
best cross-validation accuracy is selected. After that, the clas-
sifier is trained through all the training samples once more to
obtain the optimal classifier using the best kernel parameter.
For the comparison, we get the feature vectors by using
feature extraction methods GSVD/LDA and PCA and the trai-
ning processes are carried out using PCA-RVM, GSVD/LDA-
RVM, after that, the two classifiers are applied to the test sa-
mples. With the decrease of the dimension of samples, the
number of support vectors also decreases. The comparison
results between the two classifiers are shown in the table. It
can be seen that from table, the classification rate with GSVD
/LDA-RVM is highest, and it can always perform better than
PCA-RVM for both training results and test results, when the
representative training samples is enough, a Bayesian opti-
mal multiclass classifier must be obtained. For the simulation
model, there are not other components that can generate so-
me particular frequencies and noise interfering with the mo-
del data, so the accuracy of all the classifiers is relatively high.

Table
Comparison of the Results
Received by the Two Methods

Method Training Testing ac-
accuracy curacy
GSVD/LDA-RVM 100% 100%
PCA-RVM 99% 98%

Conclusions. It is important to choose an appropriate and
effective approach to diagnose the BRB faults in IM. This pa-
per presents the hybrid framework based on RVM and GSVD/
LDA used for BRB faults detection. In this framework, GSVD
/LDA reduced the dimension of stator current, and then the
multiclass classifier used as fault diagnosis was decomposed
into several binary RVM classifiers using One-vs-All method
and their kernel parameters were determined through cross-
validation.The simulation results clearly demonstrate that the
proposed method is a promising method of the faults diagno-
sis, which detects BRB in IM.
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Meta. ACHHXPOHHHH €NEKTPOIBUTYH € HAHOUTBIIT BaX-
JIMBOIO CKJIAZIOBOIO YCTATKYBaHHS, 10 CEPIHHO BHITYCKA€Th-
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cs1, 1 BAPOOHWYMX TIporieciB. Y Mpe/cTaBiIeHii poOoTi MeTox
pENEBaHTHHUX BEKTOPIB, 3aCHOBAHMI Ha y3araJbHEHOMY CHH-
TYJSPHOMY — PO3KJIaIaHHI/MIHIHOMY —JIUCKPHMIHAHTHOMY
aHaJIi31, BUKOPUCTAHMH Il BUSBJICHHS HECIIPABHOCTEH CT-
PWXKHIB pOTOpa aCHHXPOHHOTO IBUT'YHA. JlaHi, oTpuMaHi Ha-
MH B Pe3yJIbTaTi eKCIIEPHUMEHTIB, MOXYTh BHUSIBUTHCS Ty’Ke
KOPHCHHMMH JUIS BUSIBIICHHST HECIIPAaBHOCTEH CTPYDKHIB POTO-
pa aCMHXPOHHOT'O JIBUT'yHa.

Metoauka. Ha mepBuHHOMY eTari y3arajibHeHe CHHTY-
JSIpHE PO3KIIATaHHS/THIHHNI TUCKpUMIHAHTHHI aHaJl3 BU-
KOPHCTOBYIOTBCSl JUUII 3MEHIIICHHS PO3MIPHOCTI MacHBY
cTpyMy craTopa. [loTimM moniHOMiaBHIIA KiacudikaTop, 3a-
CTOCOBAHHI /ISl BUSIBJICHHSI HECIIPABHOCTEH, OyB po3KIIajie-
HUI Ha JEeKUTbKa OiHApHUX KIacH(pIKaTOPiB 32 METOIOM pe-
JICBAHTHUX BEKTOPIB, B SIKNX BHUKOPHCTOBYBABCS IiJIXiJl
,,OJIUH TIPOTH BCIX", a X 6a30Bi (OCHOBHI) MapaMeTpy BU3Ha-
YaIOTBCS IIUISIXOM IIEPEXPECHOT EPEBIPKH.

PesyabTaTu. 3aBJsKi 3MEHIICHHIO PO3MIPHOCTI CTpY-
MOBOIO CHTHAQJy METOJIOM Y3arajlLHEHOrO CHHIYJISIPHOTO
PO3KIIaAaHHS/IIHIMHOTO JIMCKPUMIHAHTHOTO aHaNi3y 3Had-
HO 3HIKYETHCSI Ha/IMIPHICTh CHTHANY, IO MiIBHILYE edek-
THBHICTh OIHAPHUX KIACH(DIKATOPIB, CKIAJCHUX 32 METOIOM
PCEJICBAaHTHUX BEKTOPIB, IO BHKOPUCTOBYE IIAXIN ,,0[lMH
NpOTH Beix“. Pe3ynbraty MOieIioBaHHS TOKa3aim, 110 3a-
TIPOTIOHOBAHMIT METO/T BUSIBJICHHSI HECIIPABHOCTEH CTPHIKHIB
pOTOpa aCHHXPOHHOTO JBHI'YHa e(DeKTHBHIIINH, HDK HOTO
QHAJIOTH.

HaykoBa HoBU3Ha. BuBueHuii nporec BUSBICHHS He-
CIIPAaBHOCTEH CTPIDKHIB POTOpa aCHHXPOHHOTO JBHUIYHA,
B SIKOMY TOE€THYIOTBCS METOIM 3MEHIICHHS PO3MIipPHOCTI
CTPyMY CTaTOpa IIUISIXOM y3araJlbHEHOTO CHHTYIISIPHOTO PO-
3KITAJaHHS/MIHIKHOTO AMCKPHMIHAHTHOTO aHamizy i GiHap-
HUX KJIacu(iKaTopiB 3a METOIOM PEIEBAHTHUX BEKTOPIB, B
SIKUX BUKOPHUCTOBYBABCS MiJIXiJ ,,0IMH MPOTH BCiX™“. Edek-
THBHICTh METOJy MiATBEpPKEHa METOJIOM MOJICIIOBAHHSI.
JlociipkeHHst TaHOTO acreKTy paHille He TIPOBOJIHIINCS.

IIpakT4Ha 3HAYUMICTB. 3aPONOHOBAHUI METO MO-
e OyTH 3arpoBa/PKEHUH JI0 CUCTEMH JIarHOCTHKH HECIpa-
BHOCTEH aCHHXPOHHHX JBHUI'YHIB SIK OKpeMHi Momyib. Oc-
KUTBKH BiH Ma€ 3370BUTRHY TOYHICTh, BIH MOYKE HaIiHHO 3a-
KpIMUTHUCS Y TIPOMHCIIOBOMY Ta CLIBCHKOTOCTIONAPCHKOMY
BUPOOHHMIITBI.

KuouoBi ciioBa: memoo penesanmuux eekmopis, ysa-
2aIbHEHe CUHRYTIAPHE PO3KIAOAHHS/MHIUHULL OUCKDUMIHAH-
MHULL GHATI3, ACUHXPOHHULL eNeKMPOOBUSYH, HeCNpasHull
cmpudiceHb pomopa, nioxio ,, 00ur npomu 6cix

Ieb. ACHHXPOHHBIHN ANIEKTPOIBUTATENb SBISIETCS HAU-
Oonee BaKHOM COCTABIAIONICH CEPUIHO BBITYCKAEMOTO
000pyIOBaHUS ¥ MPOU3BOJCTBEHHBIX MpoIeccoB. B mpen-
CTaBJICHHOH paboTe METOJ| PEJEeBAHTHBIX BEKTOPOB, OCHO-
BaHHBIM Ha OOOONIEHHOM CHHTYJISIPHOM Pa3JIOXKEHHH/JH-
HEWHOM JUCKPUMHHAHTHOM aHAJIM3€, UCTIONB30BaH VIS 00-
Hapy>KEHUsI HEHCIPABHOCTEH CTep:KHEeH poTopa aCUHXPOH-
Horo jBuraress. J[aHHbIE, OTy4eHHbIE HAMU B PE3yJbTaTe
9KCIIEPUMEHTOB, MOTYT OKa3aThCs OYEHb MOJIE3HBIMH IS
OOHapyXEHHs HEHWCIPAaBHOCTEH CTepiKHEH pOTOpa acHH-
XPOHHOTO JBHIaTeIs.

Mertonuka. Ha nepBoHauanpHOM 3Tane 000OIIEeHHOE
CHHTYIISIDHOE Pa3JIOKCHUE/JIMHEWHBIA JIMCKPUMHUHAHTHBIN
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aHaIN3 WCIONB3YIOTCS JUISl YMEHBIICHUS Pa3MEPHOCTH
MaccrBa TOKa CTaTopa. 3aTeM IOJMHOMHUAIBHBIN KIIaccu-
(uKaTop, NPUMEHSIEMBIH TSl BBISIBICHHS! HEUCIIPABHOCTEH,
OBLT pa3oKeH Ha HECKOIBKO OMHAPHBIX KIIACCH(HUKATOPOB
M0 METO/y PEJICBAaHTHBIX BEKTOPOB, B KOTOPBIX HCIIOJIB30-
BaJICs TTOJIXO]T ,,0JTMH TIPOTUB BceX ™, a X 6a3oBbie (OCHOB-
HBIC) TapaMeTphl OMPEACIIOTCS IyTeM TIepeKPeCTHOH
TIPOBEPKH.

PesyabTarsl. braronaps yMeHbIIEHHIO pa3MEpPHOCTH
TOKOBOTO CHTHAJIa METOIOM OOOOIIEHHOTO CHHIYJISIPHOTO
Pa3NOKEHUs/IMHEHHOTO0 JIMCKPUMHUHAHTHOTO aHan3a 3Ha-
YUTENIBHO CHUKAETCS M30BITOYHOCTh CHIHAJIA, YTO MOBBIIIA-
er 3(}eKTHBHOCT, OMHAPHBIX KJIACCU(UKATOPOB, COCTAB-
JIGHHBIX II0 METOJy PEJEBAaHTHBIX BEKTOPOB, HCIOJb3YIO-
MM TIOJIXO]T ,,0JIMH MPOTUB BceX ‘. Pe3ynbrarel Moaenupo-
BaHMsI MOKa3aJIH, YTO MPEIOKEHHBIH METO/ OOHApY KEHHsI
HEHCIIPABHOCTEH CTEepXKHEH POTOpa aCHHXPOHHOTO [[BHTA-
Terst 6oree 2(phEeKTHBEH, YeM ero aHaJIOTH.

Hayunas HoBHM3Ha. V3ydeH mpoliecc BBISBICHUS He-
HCIIPaBHOCTEN CTEp)KHEH POTOpa aCHHXPOHHOTO JIBUTATEIIS,
B KOTOPOM COYCTAFOTCSI METOBI YMEHBIIICHUS Pa3MEPHOCTH
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TOKa CTAaTopa IyTeM OOOOIICHHOTO CHHIYJLSIPHOTO paslio-
JKEHUS/IMHEHHOTO JUCKPUMUHAHTHOTO aHalN3a ¥ OWHap-
HBIX KJIACCU(UKATOPOB M0 METOJY PEJIEBAHTHBIX BEKTOPOB,
B KOTOPBIX HCIOJIb30BAIICS TOJXOJ ,,0JlMH MPOTHUB BCEX'.
Db deKTUBHOCTH METO/Ia MOATBEPIKACHA METOIOM MOJICIHU-
poBanus. VccnenoBaHusi JaHHOTO acrieKTa paHee He Mpo-
BOJIUITHCh.

IpakTnyeckas 3Ha4YuMOCThb. [IpeanoxeHHbIl MeTOx
MOKET OBITh BHEAPEH B CHCTEMY JUArHOCTHKH HEHMCIIPAB-
HOCTEH aCUHXPOHHBIX JABHUraTesiell B KauecTBe OT/ACIbHOTO
Moy, TTOCKOJIBKY OH 00JIafaeT ya0BJIETBOPHTEHLHOM
TOYHOCTBIO, OH MOYKET HAJEXKHO 3aKPENUTHCS B IPOMBIII-
JIEHHOM M CEJILCKOXO03SHCTBEHHOM TIPOU3BOJICTBE.

KiioueBble ¢10Ba: Memoo penesaHmubix 6eKnopos,
0000wenHoe CUNSYTIAPHOE PA3TIONCEHUE/TUHETHbIL OUCKPU-
MUHAHMHBIU AHAU3, ACUHXPOHHBILL DNeKMPOOsUamelb, He-
UCNPABHBILL CIMEPIICEHb POMopd, NO0X00 ,,00UH NPOMUS
scex

Pexomenooseano 0o nyonikayii O0OKm. mexH. HAyK
@11 llxkpabyem. [lama HaoxooicenHs pykonucy 14.11.14.
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