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Purpose. Objective optimization is a very important area in scientific research and practical applications, many problems
are related to the objective optimization. The research investigates combinational measures of Particle Swarm Optimization
(PSO) and K-means clustering. The dynamic multi-swarm particle swarm optimization based on K-means clustering
(KDMPSO) has been obtained, which is a hybrid clustering algorithm integrating PSO and K-means clustering, and it can nice-
ly find global extreme in different problems.

Methodology. The comprehensive and in-depth analysis on PSO and K-means clustering was carried out, and improve-
ment strategies have been found by adopting combinational measures of PSO and K-means clustering. For both continu-
ous and discrete optimization problems, it has strong global search capacity; it effectively reduces the premature convergence
of the traditional PSO.

Findings. Combination of the advantages of PSO and K-means clustering solves convergence to local optimum and ineffi-
ciency of traditional PSO algorithm in complex optimization problems, ensures that PSO is stable and can maintain the popula-
tion diversity, avoids prematurity, and enhances the algorithm accuracy.

Originality. The multi-swarm PSO and K-means clustering were studied. In the iteration process, PSO is easy to get
trapped in local optimal solution, causing the phenomenon of premature convergence, on the other hand, K-means is exten-
sively used in clustering since it is easy to realize and it is also a highly-efficient algorithm with linear time complexity. For
the first time the complementary combinational method of PSO and K-means clustering was considered.

Practical value. Since the optimization measures is widely used in bu-siness management, market analysis, engineering
design and scientific exploration and other fields, the research results can be applied in in various fields. KDMPSO can effec-
tively make up for the deficiency of the traditional PSO, and have achieved good results.

Keywords: objective optimization, particle swarm optimization, k-means clustering, hybrid clustering, multi-swarm,

global extreme

Introduction. An optimization technique is the applied
technology based on mathematics, which is used to resolve
various combinational optimization problems. It refers to the
process to search a group of parameters to make the objec-
tive function maximum or minimum when meeting certain
constraints [1]. So far, many branches have emerged, such as
linear programming, integer programming, non-linear pro-
gramming, geometric programming, dynamic programming
and stochastic programming and the application of optimiza-
tion technique in each field has generated tremendous eco-
nomic and social benefits. However, with the increase of the
scale of the object to be processed, optimization problem has
also become increasingly complex. The newly emerging
swarm intelligence method in recent years is very effective in
solving these problems [2].

The concept of swarm intelligence originates from the
observation and research of the swarm behaviors of such
gregarious animals as bees, ants, and birds. It is quite com-
mon for us to see a shoal of fish, a flock of birds or a group
of other animals [3]. Their clustering behaviors are good for
their foraging. Generally, the populations of these animals do
not have a unified commander; therefore, there must be cer-
tain potential ability or rule to ensure the synchronization of
these behaviors. Eberhart and Kennedy are the first to come
up with PSO, simulating the coordination and collaboration
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between the individuals and the group in the group activities
such as foraging and immigration of the gregarious animals
[4]. Currently, progress has been made in PSO in solving op-
timization problems, but the theoretical foundation of this al-
gorithm is still quite weak. Most of the researchers have been
focusing on how to accelerate the convergence velocity of
PSO and avoid premature convergence. Some researchers
make analysis on the convergence of the algorithm while the
majority investigates the structure and performance im-
provements of the algorithm, including parameter analysis,
topology structure, maintenance of particle diversity, algo-
rithm fusion and performance comparison. Since the particle
of PSO cluster towards its previous optimal position and
neighborhood or swarm previous optimal position, forming
the rapid convergence effect of the particle swarm and mak-
ing it easy to be trapped in local extremum, premature con-
vergence or stagnation phenomenon [5]. In the meanwhile,
the performance of PSO also relies on its parameters. In order
to overcome the above-mentioned defects, the researchers
from different countries have brought about various im-
provement measures. Based on the basic principle of PSO,
this paper will improve this algorithm so as to enhance the
optimization performance of PSO in the complex and high-
dimensional situations, make it possible for it to effectively
avoid the prematurity problem in the search process and in-
crease its stability by integrating K-means clustering.
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This paper firstly introduces the basic principle of PSO.
Then it analyzes K-means clustering. On this basis, it raises
the corresponding improvement strategy for the main defects
of PSO and proposes the dynamic multi-swarm particle
swarm optimization based on K-means clustering. Finally, in
order to test the performance of the algorithm of this paper, it
makes experimental comparison between two commonly-
used improved PSO and the algorithm of this paper and make
brief analysis of the experimental results.

Principles and technological process of particle
swarm algorithm. Principles of particle swarm algorithm.
The basic idea of PSO comes from the research on the forag-
ing behavior of birds. Imagine such a scene: a flock of birds
searches for food randomly in a region where there is only a
piece of food and other birds do not know where to find it
but they know how far they are away from the food. Under
this circumstance, what is the optimal strategy to find the
food? The simplest and the most effective method is to
search the surrounding area of the bird that is nearest to the
food [6]. In PSO, the potential solution to each optimization
problem is a bird in the search space, which is called particle.
Afterward, the particles will follow the current optimal parti-
cle and search in the solution space. Every particle has a fit-
ness value determined by the optimization function and a ve-
locity, which determines their flying direction and distance.
The final optimal solution can be found after several rounds
of iterations. Every particle updates itself through two factors
in every iteration, one is the optimal solution searched by the
particle itself, which is called “self-consciousness” and
which is closely related to the local search performance of
the algorithm and the other is the so-called “swarm intelli-
gence”, which is the optimal solution found by the entire
swarm. In the velocity update, it leads the entire swarm to
cluster the global optimum. The particle velocity can deter-
mine the search path and it searches along the gradient direc-
tion at fast search velocity. In most conditions, all the parti-
cles can convergence to the optimal solution [7].

Assume that in a D-dimensional objective search space,
N particles form a swarm and the ith particle refers to a D-

dimensional. X, is the position vector of the ith particle.
Xi = (x,lax,za“'axin)ai =L2,--,No .

The “flying” velocity of the ith particle ¥, is also a D-di-
mensional vector, which is recorded as

Vo= vy v )i =1,2,--3 0 &

The optimal position the ith particle has searched so far is
called individual extremum p,  and recorded as

Press = Pa> P> 5 Pip )i = 1,2, N o+

The optimal position the entire particle swarm has sear-
ched so far is called global extremum g,  and recorded as

Erest = (pg]’pgz’...’pgD) .

When finding these two optimal values, the particle up-
dates its own velocity and position according to the follow-
ing Formulas (1, 2)
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Here, v, is the flying speed ofith particle, x, is the posi-
tion of ith particle, w is the inertia weight, ¢, and c, are learn-
ing factors and 7 and r, are random numbers within [0,1]-

The formula includes three parts. The first part is the inertia
part and it reflects the motion habit of the particle and means
that the particle has the trend to maintain its previous veloci-
ty. The second part is the cognition modal. It is a vector
pointing from the current point to the optimal point of the
particle and it means that the motion of the particle results
from its experience. The third part is the social modal and it
reflects the previous swarm experience of collaboration and
knowledge share of the particles. These three parts co-decide
the spatial search capacity of the particle. Each particle of
PSO uses uni-directional information flow way to exchange
information. The entire search update process is the process
following the current optimal solution. Every particle has the
memorability to make the neighborhood operator impossible
to damage the searched solution [8].

Technological process of particle swarm algorithm.
Every particle is evaluated according to the well-defined fit-
ness function, which is related to the problem to be solved.
The procedures of PSO are classified as follows, as shown in

Fig. 1.

Randomly initialize the initial particle position and initial
velocity in the entire search space

v

4% Calculate the fitness value of each particle

‘ Update the pbest and gbest of the particle ‘

v

‘ Update the pbest and gbest of the particle ‘

v

Update the position and velocity of every particle according to
Formula (1) and Formula (2)

Judge whether meets the
termination conditions

Fig. 1. Procedures of PSO

Step 1: Initialize the particle swarm, including the popu-
lation scale as well as the initial velocity and position of the
particle.

Step 2: Calculate the fitness of every particle, save the
best position pbest and fitness of every particle and select the
particle with the best fitness as the gbest of the population.

Step 3: Compare the fitness value of every particle with
the individual extremum pbest . If it is better, replace the

pbest .
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Step 4: Compare the fitness value of every particle with
the global extremum gbest . If it is better, replace the gbest .

Step 5: Update the speed and position of particles accord-
ing to the Formulas (1, 2).

Step 6: Judge whether the search result satisfies the con-
straint conditions set by the algorithm (normally, reach the
satisfactory fitness value or the preset maximum iterations).
If it does not, turn back to Step 2, if it does, stop the iteration
and output the optimal solution.

K-means clustering algorithm. Clustering is to classify
the data objects in the data space. The data objects of the
same class are quite similar while those of different classes
are different. K-means clustering problem assumes that there
is a sample set X = {x,, x,, x,...., x,} which have n data to

be clustered. The problem of K-means clustering is to find a
partition of X ,ie. P ={C, C,, Cy..., C,}to make the ob-

k
jective function f(p)=2" 2 6(x, p,) minimum. Its steps are

pers
as follows [9].

Step1: Initialization. Select k representative points p,, p,,
ps-.-p, » and select k cluster centers.

Step2: Build k spatial clustering table K,,K,..K,, calcu-

late the distance between each data point and cluster centers.
Step3: Assign the data point to the cluster center whose
distance from the cluster center is minimum of all the cluster
centers.
Step4: Classify the sample set X one by one according to
the minimum distance method.

f(p,)=argmin(x, p,),add(x,K ) » 3)

where x is the sample, p, is the center of every class, ¢ is the

distance between each sample and the center of the class,
add(x,K ) is classification coefficient, i, j =[1,2,3,..k].

Step5: Calculate f(p,)and the clustering mean value

with various clustering tables and take them as the new rep-
resentative points of various clusters.

Step6: Recalculate the distance between each data point
and new obtained cluster centers. If £(p,) remains the same

or the representative point does not change, stop it, other-
wise, turn to Step 2.
Step7: Output operation result

f(p)=2.2,6(xp) "

i=1 xeK,

where ¢ is the distance between each sample and the center
of the class. x is the sample, p, is the center of every class.

In K-means clustering, the main idea is to define k cen-
ters, one for each cluster. These centers should be placed in a
cunning way because of different location causes different
results. An initial partition needs to be determined according
to the initial clustering center and then optimize the initial
partition. Therefore, the better choice is to place them as
much as possible far away from each other. From the
framework of K-means clustering, it can be seen that this al-
gorithm needs to classify and adjust the samples continuous-
ly and take each point belonging to a given data set and asso-
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ciate it to the nearest center. K-means clustering is relatively
flexible and highly efficient in processing big data. When the
resulted cluster is intensive and the difference between the
clusters is significant, it has a better effect. Different initial
values of K-means clustering may lead to different results
[10]. K-means clustering algorithm operating results are
shown in Fig. 2.
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Fig. 2. Comparison of the algorithm performance test

Procedure of the K-means clustering dynamic multi-
swarm PSO. The average particle distance shows the degree
of dispersion of the distribution of every particle in the
swarm. Assume thatQ is the population size, then the aver-

age particle distance D(¢) of the ¢#th generation is

1 2 z t \2
D=5 2 X -ny “)

where L is the individual with the furthest distance in the so-
lute-on space, n is the number of dimensions of the vector in

the solution space, x;, is the d-dimensional component value

of theith particle in the tth generation,g is the d-dimensio-
nal mean component value.

Initialize the particle velocity with the formula
V.. (d)=rand()* o* §(d) . Here, rand() is a random number
within [0,1]and ¢(d) is the difference of the d-dimensional
maximum and minimum values, o is the weight factor. Ad-
just the initial velocity of every dimension with @ in order to
enhance the global optimization ability of the algorithm.

In the clustering algorithm based on particle swarm, par-
ticle is represented as the center ofk clusters. Every particle
is represented as X, = {c{,c;,...,c;}. Here, c'/ is the center of

the jth cluster of theith particle. Every particle represents a

candidate clustering scheme and evaluates the clustering
scheme in every iteration of the particle swarm so as to make
the particle swarm move towards the optimal clustering and
adopt the following fitness function.

®)

f)-—=
1+>°J,
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Here,i: 7 is the total sum within cluster dispersion,
J
=

J;= 2 d(S,,X))is the total distance from the jth -cluster sa-

5eX;
mples to the center of such cluster and L is the constant, L is
the individual with the furthest distance in the solution space.

The implementation steps of KDMPSO are as follows.

Step1: Initialize the population. Calculate the particle di-
mensions according to (4), select algorithm to calculate the
initial position and velocity of the particle with K-means clu-
stering center, generate the initial particle swarm. Assume
that 7 = 1 and take it as the initial clustering partition. Calcula-
te every clustering center according to the partition result and
take it as the initial position encoding. Calculate the fitness
function of the particle according to (5) and initialize the par-
ticle velocity.

Step2: Calculate the global optimal solutions which have
been searched by all individuals of the population and com-
pare its fitness with the fitness of the best position it has pas-
sed. If it is better, update the individual extremum and the
optimal position of that individual.

Step3: Set the convergence sign and the maximum itera-
tions of each individual. The algorithm begins to iterate, clas-
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sify according to the dimensions and obtain the dimension
set.

Step4: For every dimension, update the inertia weight
as well as the position and velocity of the particle according
to (1, 2). Compare the fitness value of every particle and that
of the best position all particles in this dimension have
passed. If it is better, update the optimal value and the opti-
mal position of this dimension.

Step5: Calculate the corresponding fitness function value
to every particle, compare their fitness, update the global op-
timal value G and the optimal position X of the particle as
well as the values of individual extremum p, , and global ex-

tremum g, , otherwise keep the particle position unchanged.

Step6: Repartition all the particles of the new generation
according to the nearest neighbor rule. Calculate every clus-
tering center according to the partition result, update the posi-
tion, velocity and dimensions of the particle and recalculate
the new clustering center as the new position of the particle
through K-means clustering rule.

Step7: Judge whether ¢ meetst < M (M is the minimum
number of iterations). If not, turn to Step 2, if it does, termi-
nate the circulation and output the global optimal particle.
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Fig. 3. Comparison of the algorithms performance test: a —test function 1; b —test function 2; ¢ —test function 3;

d —test function 4
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Performance test of the K-means clustering dynamic
multi-swarm PSO. In order to verify the effectiveness of the
algorithm of this research, the KDMPSO with the common
improved PSO, namely Linearly Decreasing Weight PSO
(LinWPSO) and Random Weight PSO (RandWPSO) have
been compared and the following 4 optimization problems
have been resolved (Test function and the number of dimen-
sions is 20); each of the optimal solutions for these 4 optimi-
zation problems is 0. The experimental parameters were set
as follows: the population scale of PSO isN =30,¢, =1.3,

¢, =20, w, =08 and w, =0.2. In order to compare

the search process of the extremum optimization of these
three algorithms, the following graph is the evolution curve
of the average fitness value after 30 independent operations
on the test function by the three algorithms. Comparison of
three algorithms performance test as shown in Fig. 3.

For ﬁ(x):i\xi\+ﬁ\x,\, the feasible solution space is
i=1 i=l1
[~100,1007" -

For.fg(x):i[zl;xj], the feasible solution space is

i=1\_j=1

[~100,1007" -
For f,(x) = ZX,.Z , the feasible solution space is
i=1

[~100,100]" -
n=1

For f,(x) = > [100(x,,, —x)* +(x, =1)°], the feasible solu-
i1

tion space is [-50,50]" .

It can be seen from the optimization numerical results of
the above-mentioned algorithms that whether in the solution
quality and the function evaluations, the optimization solu-
tion accuracy and robustness performance of KDMPSO are
better than the other two methods and KDMPSO can find all
the optimal solutions for the 4 test functions. In one word,
KDMPSO has demonstrated excellent performance in the op-
timization problems. On one hand, it can find the solution
with higher quality; on the other hand, it requires less evalua-
tions and lower time complexity. Besides, the variance of the
solutions through KDMPSO is smaller, suggesting that the
performance of the hybrid algorithm is stable and robust.
KDMPSO can quickly converge to the global optimal solu-
tion within certain evolutionary generations. It has both
strong global search capacity and fast convergence velocity
and it effectively reduces the premature convergence of the
traditional PSO and the phenomenon to be trapped in local
optimal solution.

Discussion and conclusion. In processing the optimiza-
tion problems and in order to overcome sensitivity of K-
means clustering in the initial value and the easiness of
PSO to get trapped in prematurity, the dynamic multi-swarm
particle swarm optimization based on K-means clustering
has been proposed, which integrates K-means clustering
into particle swarm optimization and makes proper clustering
of the particles through internal spatial features. This algo-
rithm not only improves the local search ability of the parti-
cle swarm optimization, but also increases the population di-
versity, avoids the emergence of premature convergence and
increases the algorithm accuracy and efficiency. The expe-
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rimental result has proved the effectiveness of the algo-
rithm.
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Merta. LliboBa onTuMi3allis — Qy:Ke BKIUBHNA HAIPSIM
y HayKOBHUX JIOCJI/DKEHHSX 1 MpaKTH4HIN AisutbHOCTI. Pobo-
Ta MPUCBSTYEHA BUBYCHHIO KOMOIHYBaHHSI IPUHOMIB ONTHMi-
3a11il METOJIOM POIO YacTOK 1 Kiactepuzanii merogom K-ce-
pemHix.

MeTtoauxka. [IpoBeneHO BCeCTOPOHHIH TTMOOKHMIA aHaTi3
KJIacTepH3allii MeToIaMH Poro YacTok i K-cepemHix, 3Haiime-
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ToziB. CTOCOBHO 3aBJiaHb SIK Oe3MepepBHOT, TaK 1 AUCKpPET-
HOi ONTHMi3arlii, MPOIEMOHCTPOBaHI TapHi TIOKa3HUKH TJIO-
OanpHOTO TIOMIYKY, epEeKTHBHE YCYHEHHS NIepeaIacHOi KOH-
BEpTeHIlii, BIACTHUBIM KIACHYHII ONTHMI3amii METOIOM POIO
JaCTOK.

Pe3syabraTu. Po3poOnena nuHamigHa GaratopoeBa OII-
TUMIi3aIlisi METOZOM PO YacTOK Ha OCHOBI KiacTeph3aril
metonom K-cepennix (KDMPSO), sika € TiOpuaHuM anropu-
TMOM KJIaCTepU3allil, 10 MOEHYE B cOO1 KIIaCTepU3ALIio Me-
TOJ[aMH POIO YacTok 1 K-cepe/Hix, 0€3BiIMOBHO 3HAXOIUTH
rI00abHUN EKCTPEMYM y Pi3HHUX 3aBaaHHsX. [loeaHaHi me-
peBaru OnTHMi3allii METOJIOM PO YacCTOK 1 KiacTepu3ariil
MmerozioM K-cepesHix, BUpILIEHi POOIEeMH CXO/PKEHHS JI0
JIOKJIBHOTO ONTHMYMY Ta HHM3bKOI e()eKTHBHOCTI KJIacH4-
HOTO ITOPUTMY ONTHMIi3alii METOJJOM POI0 YacTOK [l
CKIIATHUX 3aBJaHb onrtuMizamii. [ligTBep/pkeHa cTadiib-
HICTh pOOOTH AITOPHUTMY, IMiABUILCHHS HOTO TOYHOCTI # 371i-
OHICTh IO MIATPUMKH PI3HOMAHITHOCTI MOMYJISILi, 3arooi-
TaHHsI Mepea4acHiil KOHBEPreHIIil.

HaykoBa HoBu3Ha. BuBuena OaratopoeBa onTuMizartis
METOJIOM POFO YacTOK 1 KiacTepu3arii MetosoM K-cepemrix
(KDMPSO). VY mporieci itepartii, alropuT™ OnTHMi3ariii mMe-
TOZIOM POI0 YAaCTOK CXWIBHUH 3acTpsIBATH B JIOKAIBHOMY
OTITUMYMi, HABOJSTYH JI0 TIEPEAYacHOT KOHBEPTEHIIi1, TOJII 5K
meto K-cepeHix MMpOKO BUKOPHCTOBYETHCS Y KIIacTepH-
3amii 3aBIIKK IIPOCTOTI B peaiizaiii, Oymy4n BHCOKOE(EK-
THUBHUAM QJITOPUTMOM JIHIMHOI THMYacoBOi CKJIaJHOCTI.
VYrepuie po3riSIHYTO METOZA  B3a€EMOJIONIOBHIOIOYOTO KO-
MOIHYBaHHS ONTHMI3allii METOJIOM POIO YacTOK 1 KJIaCTepH-
3a1ii metogom K-cepeHix.

IpakTiuna 3HaYNMicTh. Pe3ymsraTn poboTH 3acToco-
BaHI Ha MPAKTHIIl B pi3HUX c(hepax, OCKUTHKA ONTHMIi3aIliiHI
3aX0/IM TIPUMMAIOTBCSl B YIIPABJIHHI MiIIPHEMCTBAMH, J0C-
JIDKCHHI PUHKY, TEXHITHOMY MIPOCKTYBaHHI, HAYKOBHX JIOC-
JDKeHHSIX 1 Tak maimi. Anroputv KDMPSO He Mae Hemodi-
KiB, BIIACTHBUX KJIACHYHOMY aJTOPUTMY ONTHMI3allii MeTO-
JIOM POIO YacTOK, 1 OKa3ye rapHi pe3ysibTaTy.

KurouoBi cioBa: yinbosa onmumizayis, onmumizayis
MemoooM poro Yacmox, Kiacmepusayis memooom K-cepeo-
HiX, 2iOpudHa Kiacmepusayis, MyImupot, 2100a1bHUll eK-
cmpemym

Heas. LleneBas onTumu3anys — O4eHb BaXKHOE HAIPaB-
JICHHE B HAYYHBIX UCCIIEIOBAHUSIX Y IPAKTHYECKOH esITeNb-
HocTH. PaboTa moOCBsIIeHa H3YYEHHI0 KOMOWHHPOBAHHS
MPHEMOB ONTUMM3ALIUK METOJIOM POsI YaCTHUIl U KilacTepusa-
1 MetosioM K-cpeanux.

Metoauka. [IpoBeneH BCeCTOpOHHWI TITyOOKHIT aHa-
JM3 KJIACTEpH3allMM METOAAMU pos JacTui u K-cpemnx,
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HalJICHbl CTpaTerny e YIy4IICHHUs ITyTeM KOMOMHHMpPOBa-
HUA 3TUX METOOOB. HpI/IMeHI/ITeJ'II)HO K 3a/la4yaM KakK HETIpe-
PBIBHOM, TaK ¥ JUCKPETHON ONTHUMH3ALNH, TIPOJIEMOHCTPH-
POBaHBI XOpOIIME TOKa3aTeNu III00ATFHOr0 MOMCKa, (-
(heKTHBHOE yCTpaHEHUE MPEKIECBPEMEHHON KOHBEPTCHIINH,
CBOWMCTBEHHOW KJIACCHMYECKOW ONTHMM3AaLN METOIOM POsi
YJaCTHIL.

PesyabTar. Paszpaborana nuHaMudeckas MHOIOpOEBast
OITHUMH3AIMSI METOZIOM POsI YAaCTUIl HA OCHOBE KilacTepH3a-
n MetosioM K-cpemanx (KDMPSO), KOTopast SIBISETCS TH-
OpHUIHBIM AJITOPUTMOM KJIaCTEpH3AIMH, COBMEIIAIOIINM B
cebe KIacTepu3aliio METoJaMH post dacTull u K-cpenHux,
6€30TKa3HO HAXOMUT ITI00ATBHBIN SKCTPEMYM B PA3IHIHBIX
3agadax. COBMEIIEHBI MPEUMYIIIECTBA ONTUMH3AIMH METO-
JIOM POsI YaCTHI] M KJacTepu3auu MeTojoM K-cpennux, pe-
IICHBI TIPOOJIEMBI CXOXKIICHHS K JIOKAIBHOMY ONTHMYMY H
HM3KOH 3((EKTHBHOCTH KIIACCHMYECKOIr0 aJrOPUTMa OITH-
MH3aLHK METOIOM POsI YacCTHI JUISL CJIIOKHBIX 3a/1ad OINTH-
muzanuy. [loarBepkaeHa CTaOMIBHOCTh PabOTHI AJITOPUT-
Ma, MOBBIIICHHE €r0 TOYHOCTH M CHOCOOHOCTH K IOJIep-
KAQHUIO PA3HOOOpa3Msl TOIMYJLIIIHHY, TPEAOTBPAILECHHIO TIpe-
JK/IEBPEMEHHOI KOHBEPIE€HLINU.

Hayunasi HoBu3Ha. l3yyena MHOropoesasi ONTUMHU-
3aIMsl METOJIOM pOsi YacTHIl M KJIACTEPU3ALMH METOI0M
K-cpemanx (KDMPSO). B mponecce ureparyn, aaropuTM
ONTHMH3AIMU METOJIOM POSI YaCTHUI CKJIOHEH 3aCTPEBaTh B
JIOKaJIbHOM OINTHMYME, TIPUBOJISI K TPEXIEBPEMEHHOM KO-
HBEPreHIMH, Tora Kak MeTo]; K-cpeTHuX MIMPOKO HCIIo-
JB3YeTCs B KJIaCTEpH3alMy OJylarozapsi MpocToTe B peau-
3a1mu, Oyayud BbICOKOA((EKTUBHBIM aJrOpuTMOM JIMHE-
WHOM BpeMEHHOU cll0kKHOCTU. BriepBble paccMOTpeH Me-
TOJI B3aWMO/IOTIOJTHSIONIETO KOMOMHNPOBAHUS ONTHMH3A-
IIMM METOJIOM POsi YacTHIl M KiacTepu3anuu MeronoM K-
CPeITHHX.

[pakTnyeckass 3HAYUMOCTb. Pe3ynbTaThl pPabOTHI
MIPIMEHNMBI Ha TIPAKTHKE B Pa3IMUHBIX Cepax, MOCKOIbKY
OITUMH3AIIMOHHBIE MEpbl TPUHUMAIOTCS B YIPaBICHUH
NpEANpUATHUAMHA, UCCIICIOBAHUN PBIHKA, TEXHUYECKOM IIPO-
eKTHPOBAaHUH, HAYYHBIX HCCICIOBAHMSX U T.J. AJTOpHTM
KDMPSO He UM€EET HeIOCTAaTKOB, IIPUCYIIUX KIACCUYECKO-
MYy aJITOPpUTMY OIITUMHU3AITUU METOJIOM PO YaCTHII, U ITOKa-
3BIBACT XOPOIIINE PE3yIbTaThI.

KuroueBble ciioBa: yenesas onmumuzayusi, onmumusa-
yust Memooom posi vacmuy, Kiacmepusayus memooom K-
CPeOHUX, SUOPUOHAS KIIACMePU3ayUs, MYJIbmMUpol, 2100a1b-
HblLL OKCMpemMym

Pexomenoosano 0o nybnikayii O0okm. mexH. HAyK
B.B. I'namywenxom.  [ama  HA0Xoo0dxcenHss — pyKOnucy
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