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Purpose. To improve the safety performance at the night driving, this paper researches new car anti-blooming method.

Methodology. According to thecharacteristics ofthe colorspace transformation, the YUV and IHS algorithms were used
to dispose visible light image and infrared image, and extract visible light image luminance component and infrared image in-
formation by wavelet transformto obtain the new luminance component. Then, thedisposedimage undergone inverse trans-
formation and fusion disposing to gain new image, and give the detail calculation and disposing function.

Findings. The results ofthe carheadlights image gathering at nightand image processing show that the visible light and
infrared image fusion processing algorithms can eliminate anti-blooming phenomenon andretain the image details, which can

effectively weaken the anti-blooming effect.

Originality. The color space transform and wavelet fusion algorithm, IHS and wavelet transform fusion algorithm can
betterimprove the image spectral distortion of car headlights at night, at the same time, YUV transformand wavelet trans form
fusion algorithm can obtain better edge information. This method is a new technology in the car research field.

Practical value. The proposed algorithm can be applied to automobile safe driving, and has a high application value.

Keywords: anti-blooming, visible light, infraredimage, image fusion algorithm, IHS transform, YUV transform, wavelet

transform

Introduction. When driving at night, improper use of
headlamps can produce blooming phenomena, which caus-
es traffic accidents if drivers cannot see roads in short time.
According to United States National Highway Traffic Safe-
ty Administration (NHTSA) statistics, although night driv-
ing accounts for only one-fourth of the total road traffic,
one-second oftraffic accidents occur at night in the rate of
70% [1]. Except for drunk driving and fatigue driving, he-
adlight blooming is another important factorthat causes ac-
cidents at night. In order to eliminate the traffic accidents
caused by blooming phenomenon, planting plants or in-
stalling anti-corona plates in median barrier of highway or
rapid urban main road is simple and effective. However,
mostoftheroads do not take the appropriate action under
limited conditions. In orderto improve the safety of driving
atnight, auto anti-halation draws the attention of scholars
and engineers. Automanufacturers have installnight vision
infrared instrument [2] in high-end cars such as Audi ASL
or Cadillac DTS to eliminate auto halation phenomena.

According to the principle of infrared thermal imaging,
higher temperatures radiate infrared imaging more easily
and it is not sensitive to visible light. So infrared images
can ensure drivers cannot be affected by the headlights of
the vehicle on the opposite. Nevertheless, it has problems
of single color and lack of important details (such as color
and license number of vehicles, road conditions etc.)[3].
By two road CCD camera, researchers use different inte-
gration time to synchronously collect image fromthe same
scene, with short integration time channel gets more infor-
mation in the bright part of image, and with long integrati-
on time channel gets more image information of dark part,
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with pixel brightnessshuffling or linear weighted synthesis
method gets a video signal with wide dynamic range,
which obtain some results of anti-blooming, but it cannot
completely eliminate blooming phenomenon[4].

The existing anti-blooming methods have advantages
and disadvantages, but none gets the desired result. This
paper presents an anti-blooming method of visible and in-
frared images fusion to solve the disadvantages of existing
method. The images obtained from visible sensor are clear
and vivid. However, it is poorin anti-interference and night
imaging capacity; infrared sensor can identify hot target by
detecting temperature differences between auto and back-
ground, which cannot observe target clearly at night, but it
can display contour of target, so it affects the imaging ef-
fect by lack of details information [5]. Using complemen-
tary of different image features in visible and infrared im-
ages, two image-processing algorithms based on the com-
bination of color transformand Wavelet transform are pre-
sented: THS-Wavelet transform, YUV-Wavelet transform.
The proposed methods combined visible and infrared im-
age to a video with wide dynamic range to eliminate the
blooming phenomenon.

Anti-blooming of visible and infrared image fusion
theory. According to visible light sensors and infrared sen-
sornight imaging characteristics and the image can be bro-
ken down into three components through colorspace trans-
form, images color space transform is applied in visible
light in the case ofresults without distortion. IHS transform
is used in component / separately while retains the original
image colors and textures, YUV transformis used in com-
ponent Y while retain the two chrominance signal U and V'
of the original image. Wavelet transform is applied on in-
frared image and the lightness component to obtain low
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frequency component containing image contour infor-
mation and high frequency component of image details in
level. With the rule of low frequency component using av-
erage method or weighted average fusion and high compo-
nent using absolute in large fusion, then wavelet inverse
transform is applied on the new high and low component
[6]. Finally, the new component with the other two compo-
nents of the original image conduct inverse color space
transform to obtain a result that both eliminate blooming
and improve the fusion of image details.

The implementation process of anti-blooming based
on visible and infrared images fusion. Image prepro-
cessing. When shooting the image, although two video ca-
meras in the same location, taking at the same time, it
would still be affected by the actual environment, so that it
cannot fully reflect all the information in the environment.
In order to ensure the accuracy of anti-blooming image re-
sults, the collected images are pre-processed first. Formula
(1) is applied in removing the image noise; the image tem-
plate size is 3x3.

1nn
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In(1), R, is pixel gray value after smoothing disposing,

I ; is gray value of each pixel in a smooth template, n” is
the size ofa smooth template. We use affine transformto ob-
tain the result while taking infrared images as reference, ac-
cording to characteristic points; we can gain registration im-
ageresult after inversetransform. Fig. 1 is the image prepro-
cessing result.

c d

Fig.1.Image pre-processing: a — infrared image, b — in-
frared image afier filtering; c — visible image; d — vi-
sible image after registration

Fig.1, a is original infrared image by using the infrared
camera, fig.1, b is the processing results by using mean fil-
tering processing method based on the original infrared im-
age, fig.1, c¢ is the original image by using the visible light
camera, fig.1, dis the registration processing image results.

Visible and infrared image fusion method based on
ITHS-wavelet transforms. IHS transformis applied on visible

image to extract component /. Wavelet fusionis used on in-
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frared image and visible component to obtain the new com-
ponent /', then IHS transformis used on component /' and
the chrominance components / and saturation component S
of'the original visible image to obtain the final result of im-
age fusion [7]. The block diagramis shown in fig. 2.

S component

Visible image

H component

Infrared image >

Fusion image |«

Fig.2. Image fusion process based on IHS-wavelet trans-
form

transform

Wavelet
transform

HIS inverse transform

The realization of the algorithmis given as follows.

(1) IHS transform is used on visible light images to se-
parate the three channels and extract the brightness compo-
nent, the chrominance component and the saturation com-
ponent. Here, / indicates intensity component, H indicates
hue component, Sindicates saturation component, IHS trans-

form is as follows
R
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In (2-4), R represents RGB spacered, G represents RGB
space green, Brepresents blue; v, and v, respectively repre-
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sent the color S component values.

(2) The spectral distortion of the image will be showed
afterthe traditional IHS trans form. To improve spectral dis-
tortion and eliminate blooming at the same time, retaining
the original image under different frequency characteristics
of information better, wavelet transformis applied on the li-
ghtness component of visible image and infrared image,
then with the rule of low frequency components using mean
values and high frequency components using absolute in lar-
ge. J wavelet decomposition is applied on component / of
the visible image and infrared image, formula (5) is their re-
lation.

C,=H,H,C,

md Tt i

DI'=G,H,C,

m* i~ j-1

D/ =H,G,C,, )

mInb i

D’ =G,G,C
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In (5),C,, D", D] and D] respectively represent a low

frequency component, horizontal, verticaland high frequen-
cy component in diagonal directions of the three directions
in number j wavelet decomposition.
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In the process of eliminating the blooming, the low fre-
quency that represents approximation of the source image
characteristics is equalto the original signal on a certain sca-
le approximately. Image can be obtained fromdifferent sen-
sors ofthe same scene; its low frequency isn't much differ-
ence in the part ofapproximation, so, we use low frequency
component fusion method. Their calculation formula is ex-
pressed by formula (6).

o Xaw ©)
’ K

In (6), K is the number of source images,cf is the low

frequency of fusion.

High-frequency information represent the most of char-
acteristic ofimages, such as edges, texture, detail and other
information, high frequency fromthe same scene obtained
by different sensors are different. The main purposeis to en-
hance image detail during the process of high frequency in-
formation, which can be calculated by (7).
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In (7), w,, is high frequency information in image fu-
sion, wl1 . and w? respectively represent the two images at

va-rious scales of various components of wavelet coeffi-
cients [8]. Through different fusionrules, we can obtain new
high and low frequency components, the brightness compo-
nent in image will be decreased, thenwe can conduct wave-
let reconstruction to obtain a new component /', which can
be cal-culated by (8).

C., =H,H,C, +H,G.D" +G,H,D' +G,G.D" - (8)

m*in~j m~=n""j

In (8), His low-pass filter, G is high-pass filter, #~ and
G respectively represent conjugate transpose matrix of /,
G, mand nrespectively represent the line and rank, j is wa-
velet decomposition level.

(3) Now the displays used RGB color standard, so, we
need to be reconstructed by IHS inverse trans form to obtain
RGB images.
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The final image we get is anti-blooming fusion image
based on IHS transformand wavelet transform.

Visible and infrared image fusion method based on
YUV-wavelet transforms. In the space of YUV color, each
color contains three signal components, one is brightness si-
gnal Y and the othertwo are chrominance components U and
V. Brightness is a feeling of strength, strength can be chan-
ged without affecting the color. Intensity and chromaticity
are separate. We can come to that the image is a gray-scale
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if it only has the intensity signal Yand do not have chroma
signal components U and V. Three signal components are
combined to create a full colorimage. Wavelet transform al-
gorithmbased on YUV presentedin this paperis to describe
a process to get image fusion.

The process is that Y brightness component attracted
from visible image through YUV transformconduct wavelet
trans formwith infrared image to get a new Y, then YUV in-
verse transformis used on ¥, U and ¥ form original visible
image [9].

V component

U component

Infrared image >

Fusion image |«

Visible image

transform

Y' component }f/

Wavelet
transform

YUV inverse transform

Fig.3. Image pre-processing

The realization of the algorithmis as follows.

(1)YUV transformis applied on visible light images after
registration to getthe ¥, U and ¥ components. Formula (10)
is YUV transformation.

Y =0.299R+0.587G +0.114B
U =-0.1687R-0.3313G+0.58+128 . (10)
V' =0.5R-0.4187G~-0.0813B +128

In (10), Yis the image luminance; U and ¥ are the image
chrominance.

(2) Wavelet transformis used on Ycomponent and infra-
red image in order to obtain their own low frequency and
high frequency(wavelet DB2, scale select option 2), using
the rule of low frequency weighted average and high fre-
quency components absolute in large. The fusion of low
frequency and high frequency components can be obtained
by wavelet inverse transformto get ¥ component.

Since high-frequency fusion rules of wavelet transform
based on HIS are mentioned above, so we do notneedto de-
scribe it anymore. Using the weighted average method in
low frequency components, setting the changed Y compo-
nent is VY, infrared image is IR, Y'= wi*Vy+ w2*IRY. The
key is choosing the right weight (w/,w2) in two compo-
nents ofthe weighted average, taking w/=0.1~0.9, w2=1- wi.
The result is best when w1=0.5, w2=0.5.

(3)The image fusion is obtained through YUV inverse
transformabout the Y"and components U and V of the orig-
inal image.

R=Y +1.402(V —128)
G=Y-034414(U -128)-0.71414(V —-128) . (11)
V=B=Y+1.772(U -128)

In (11), Yis luminance of image, Uand V is chrominance
of image.

The final resulting image is anti-blooming fusion image
based on YUV transforms and wavelet transforms.
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Experiment results and analysis. In orderto verify the
effectiveness of algorithm, we complete process of image
fusion based on five algorithm, such as traditional YUV tran-
sform, IHS transform, wavelet transform, IHS-wavelet and
YUV-wavelet trans form which presented in this article, the
specific image processing results are shown in fig. 4.

e

Fig.4. Experimentalresults: a — IHS transforms; b —wave-
let transform, c — YUV transform; d — I[HS-wavelet; e —
YUV-wavelet

Fig.4, a is the processing results that IHS transform re-
moves the halo phenomenon, but there is a clear color inter-
ference. Fig. 4, b is the wavelet trans formprocessing resuls,
we find the wavelet transform cannot eliminate the halo
phenomena completely, but spectral distortion is not sho-
wed. Fig.4, ¢ is the processing results that YUV transform
eliminate halo phenomena, but the stitching traces are too
obvious. Fig.4, d is the HIS and wavelet transform pro-
cessingresults that, the results show this kind method not
only eliminate the halo phenomenon but reduce distortions
in the image color, and it can retain the spectral information
of the image at the same time better. Fig.4, e is the image af-
ter YUV-wavelet, the effect of anti-blooming is improved
and driving environment is clear.

To analyze the results of image process objectively, we
introduce fourimage evaluations to do further assessment,
they are entropy, average gradient, standard deviation and
Root-mean-square (RMS) error [10].

(a) Entropy. The size of entropy reflects amount of in-
formation, the larger entropy, and the better fusion effect.
Their calculation function is (12).

=3 pl@)los, p(d. (12)

118

In (12), H is the entropy of the image, p(f)is the distri-
bution probability ofthe gray, L is the total number of gray
level.

(b) Average gradient. Average gradient reflects the mi-
nute details in the image contrast andtexture changes and it
also reflects the clarity ofthe image, larger average gradient
showthe fused image more clearly, its formula is shown in

(13).

D= ii ALY + AL}/ 2MN. (13)

ey

In (13), D is theaverage gradient of the image, az_and
AI respectively are first order difference score inx and y di-

rection under pixels 7 and j.

(c) Standard deviation. Standard deviation reflects the
intensity of each pixel of the image relative to the gray value
of'the discrete case. The standard deviationis large, gray le-
vel distribution is more dispersed. Gray-level fluctuation
and gradient reflects the image detail, texture and edge in-
formation, the formula (14) is their calculation function.

STD= (33 (x, OMN. (14)

In (14), STD is the standard deviationofimage, x,and x

respectively are the gray value and average gray value in
point (7, j), MN is image size.

(d) RMS error. RMS error reflects the similarity of the
fusion image and the image will be fused. It indicate the
more similar of two images when the RMS error is small,
the final image is closer to the original image, this also
shows that most of the original information is preserved,
image fusion effect is perfect, the formula (15) is their cal-
culation function.

1 M N
prae N;;m@;ml.n] . (15)

|

In (15), RMsE is the square error of image, 7@,y and
(i, j) indicate point (7, ) gray, F'is actual fusion image.

According to the evaluation criteria mentioned above,
we need to evaluate the dataresult fromimage fusion conta-
in the YUV transform, IHS trans form, wavelet transform ba-
sed on IHS and wavelet transformbased on YUV. Table is
evaluation results.

Table
The Objective Evaluation of Fusion Result

Standard Average  RMSE
Method  Entropy deviation gradient ~ rror
YUV 6.825 38.559 0005 1.19%
THS 6.316 28872 0010 1.13%
Wavelet 6.856 38.436 0.006 1.32%
HIS-
wavelet 6.864 38.468 0.010 1.02%
YUV 6.859  38.586 0.008  1.07%
wavelet
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From table, compared to IHS transform, entropy of HIS-
wavelet algorithm has increased 0.6%, which was 0.5% hi-
gherthan YUV transform; entropy of YUV-wavelet algorithm
is increased by 0.6%, 0.4% higher than the YUV transform.

This situation indicate that the algorithm of combining
two colorspace transform and wavelet transform algorithm
have more information than a single transform algorithm.
IHS-wavelet algorithm contains slightly more information
than YUV-wavelet algorithm.

Compared to IHS transform, IHS-Wavelet algorithm is
improved by 33% in standard deviation of the image, but it
is not higher compared to YUV as well as YUV-wavelet al-
gorithm, which shows that YUV-wavelet algorithm is much
clear in the edge information of image.

Compared to wavelet trans form, YUV-wavelet algorithm
of wavelet transformis improved by 35% in average gradi-
ent, while IHS-wavelet algorithm of image is 22% higher
than average gradient of YUV-wavelet algorithm, which
shows that the former is much clear in image texture infor-
mation than the latter.

Compared to wavelet trans form, IHS-wavelet algorithm
of image is reduced by 29% in RM Serrors, it also lower than
IHS transform by 11%; YUV-wavelet algorithm is reduced
by 23% in RM Serrors and 11% in RM S errors, which shows
that both kinds of fusion algorithm can contain much more
image information than single transform algorithm, and
IHS-wavelet algorithm better.

According to theobjective data of image analysis, I[HS-
wavelet algorithmis betterthanthe YUV-wavelet algorithm
in entropy, RMS error and much more suitable for eliminat-
ing the blooming problem on night car driving. But YUV-
wavelet algorithm is much higher than IHS-wavelet algo-
rithm on the standard deviation, which shows that the edge
information of the image is much clearer.

From the complexity of analysis, wavelet transform im-
ageneeds to transformeach ofthe color channels. A fter wa-
velet transformcombine with color space conversion, all we
need to do is conducting wavelet transform between bright-
ness of an image component and infrared images, thus re-
ducing the operational time of the algorithm greatly, impro-
ving the speed of image processing at the same time.

Visible and infrared image fusion system. What the
camera output is the number offrame dispersedin time, and
each frame is similar to the still image divided into discrete
rows and columns. Each unit is still described by the image
pixels. Video can be seen as extensions to the still image.
Videos are sequences taken on aregularinterval. According
to the persistence of vision ofthe human eye characteristics,
frame rate should be more than 25 frames per second, it will
appear flashing and feeling of discontinuity. In orderto vali-
date the efficiency and instantaneity of image fusion algo-
rithm proposedin this paper, we develop asystem fused by
visible light and infrared image video. System hardware co-
nsists of infrared cameras, visible camera, frame grabber
and PC. Fig. 5 is systemchart. Software is implemented by
VS2008 and OpenCV1.0 image gallery.

Visible and infrared image fusion system works as fol-
lows.

1. To capture the images transferred through visible light
camera and an infrared camera with capture card.
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2. To pre-process the images collected on a PC machine,
then register the visible images.

3. To fuse two images registered.

4. Display fusion image.

Hardware platform. W e choose XenICs Raven-384-P as
infrared camera at a resolution of 384x288, and select WAT-
231S colorcameras as visible light cameras at a resolution of
737x575.Two video cameras are acquired to synchronize the
images. Visible light camera and infrared camera should be
setto internal and external synchronization modes. Visible
light camera output signal and infrared camera input signal
should be connected.

We select M V-8002 as frame grabber, which can capture
mformation in double channel meanwhile, which is based
on PCI, applied in a situation that need to deal with two
channel images in real-time and high-speed, it has a high
quality of image quality and stability. Image grabber will
convert analogy videosignals into digital format. Image da-
ta transmitted through PCI master burst mode. Data transfer
rate can be as fast as 40MB/S during the image acquisition
process. So it can transfer images to the computer's memory
in real-time stably and do not occupy any more time. It gi-
ves processor more time to do image processing operations.

We choose Advantech IPC-610H, Intel Core 17 CPU, 8G
DDR3 1600, 500GB hard disk and VGA interface display
output. Let MV-8002 capture card into the computer's PCI
slot, connect infrared camera with the corresponding port
of visible light CCD camera by two video signal line, ad-
just the camera position and fixed, then finish the fusion
hardware setup.

Video fusion analysis. Video fusion is a process that
taking medium filter to each image when call-back each da-
tain two images, then filter visible light image affine trans-
formations and infrared image registration, and the visible
and infrared images are fused after registration.

In the video fusion system, the button of “registration
set” to set thefeature points forimage registration, obtaining
images from two videos at the same time, using infrared im-
age as the standard, and visible light images as image re-
gistration. There are five fusion methods to be chosen,
which are YUV, HIS, wavelet fusion, YUV-wavelet trans-
form and HIS-wavelet transform. Click fusion buttonto start
video fusion, video display area shows fusion image. Fig. 5
shows the processing results of video fusion system.

Fig. 5, ais the original visible video, fig. 5, b is Infrared
video, fig. 5, c is the last video we use the fusion disposing
algorithm of YUV, HIS, wavelet fusion, YUV-wavelet trans-
form and HIS-wavelet transform.

The video fusion results are consistent with simulating
results;however, there is a larger difference in real-time im-
age fusion.

The method is simplebased on YUV colorspace and HIS
fusion, having fast processing speed of 30~40ms/frames to
meet the real-time image fusion.

Method based on wavelet transform need to conduct
wavelet transform to all of the three-color channels of
visible image, and then fusion is applied with any chan-
nel separately. The fusion speed is 80~90ms/frames, whose
fusion image is, not continue, and cannot meet the re-
quirements of real-time image.
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Fig. 5. The processing results of video fision algorithm:
a — visible video; b — infrared video; ¢ — video after
fusion disposing

Method combined the two color space transformof YUV
and HIS with wavelet transformis such a process, first color
space conversionis used on visible light images, then wave-
let fusion is applied on the lightness component and the in-
frared brightness ofthe image to get new components, and
the inverse colorspace transformis applied to obtain image
fusion. Because there is only one color channel wavelet fu-
sion, computation is smaller than wavelet transform. What
we drawn from the experiment is when processing speed is
between 40~50 ms/frames can meet 20~25 frames per second,
and it can realize the real-time video fusion and get fusion
effect better.

Conclusions. In order to overcome the blooming phe-
nomenon of car when driving at night, using visible light
sensors to collect the vehicle details such as color, license
plate numbers, road conditions and infrared sensors to spot
the car headlights halo region, two anti-blooming algo-
rithm by combining color space transform and wavelet
transform of visible light image and infrared image are
presented. Through subjective evaluation of image pro-
cessing results and data, the image processing algorithms
based on the combination of wavelet transformand color
space overcome the blooming problems, increasing the
spatialresolution of the image, preserving image details. It
turns out that algorithms presented can eliminate the im-
pact of blooming on driving at night effectively.
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Mera. [lana ctaTrsi onucye HOBUH crocid 60poTeOH 3
OpEOILHNUM € EKTOM JUIS ITOJIMIIIEHHS TOKA3HHUKIB O€3IEKH
MPHU HIYHOMY BOIIHHI.

MeToauka. Y BIIOBITHOCTI 10 XapaKTEPHUCTHK TepeT-
BOPEHHSI KOJIPHOTO IIPOCTOPY BUKOPUCTOBYIOTHCS aIrOpH-
T™Hn YUV i IHS [u1g ipeacTaBlIeHHs BUIUMOTO Ta iHppayep-
BOHOTO 300pakeHb, 3 SIKHX, 33 JIOMTOMOTOI0 BEHBIET-TIEPET-
BOPEHHS CKJIAJI0BOT ACKPABOCTI BUAMMOTO CBITIA Ta iHdpa-
4epPBOHOI0 300pakeHHs, 0OTPMaHa HOBa CKJIAJ0Ba SICKPaBO-
CTi, @ TOTIM BUKOHY €ThCSI 31UTTA T2 3BOPOTHE TIEP ETBOPEHHS
It 37100y TTsI HOBOTO 300pakeHHsL. [I[puBeaeHi e TanpHi po-
3paxyHKHU Ta BU3HAYaJIbHA ()YHKIISL.

PesyabTarn. PesynbraT, oTpuMaHuil 3a JONOMOIOIO
300py Ta 00POOKH HIYHUX 300paxkeHb (hap PyXOMHUX aBTO-
MOOIIIB, IOKA3Y€, [0 aArOPUTM 3JMTTI BUIMMOTO Ta iH(p pa-
YEepPBOHOTO 300pa)KCHHS MOXKE JIKBIIOBYBATH OPEOJIbHUI
e eKT i, y ToH e yac, 30epertu IeTati3amito 300paKeHHS.

HaykxoBa noBusna. IIpencTaBiesa aaropuIMoOM IEPET-
BOPEHHS KOJIPHOTO MPOCTOpY ¥ BelBneT-3:mTTs. [HS i an-
TOPHUTM BEMBIIET-TIEPETBOP EHHS 3a0€311ET YIOTh IO IITIICHHS
300pakeHHs 31 CIIEKTPaJIbHUMH CITOTBOPEHHSIMH Bif dap aB-
TOMOOLIS BHOYI, Y TOM 5K Yac, CIiIbHE BAKOPUCTAHHS aJlro-
put™MiB YU V-1epeTBOPEHHS Ta BEHBIIET-IIEPETBOPCHHS J03-
BOJISIE OTPUMATH YiTKIITy iHGopMmario. Llei MeTo1 € TexHO-
JIOTIYHOIO HOBHHOIO JUIS HAYKOBUX JOCIIDKCHb B 00JaCTI
aBTOMOOLICOY Iy BaHH.

IIpakTHYHA 3HAYUMICTh. 3aIPOTIOHOBAHKK aJITOPHUTM
MOKe Oy TH 3aCTOCOBAHUH B 00J1aCTi aBTOMOOUTBHOT O e3TIeKH
¥ Mae BUCOKE IIPUKIIAJIHE 3HAYEHHS.

KarouoBi ciioBa: opeonvnuii echexm, 6uoume ceimo, i
pauepsone 300pasicents, aneopumm 1Umms 300pasic e,
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IHOPOPMALIWHI TEXHONOTII, CACTEMHUN AHANI3 TA KEPYBAHHA

[HS-nepemeopenns, YUV-nepemeopeHHs, 8etianem-nepemeo-
PDeHHA

Hean. JlanHas CTaThs OMMUCHIBACT HOBBIH CIIOCO0 OOPB-
051 ¢ OpeoJBHBIM 3¢ (HEKTOM U YTy dIIeHU ToKa3aTeNeH
06€30MacHOCTU IPU HOUHOM BOYKJICHUHU.

MeTonuka. B cooTBEeTCTBHM € XapaKTepUCTUKAMU TIpe-
00pa3oBaHuUs LBETOBOTO MPOCTPAHCTBA HCIIONB3YIOTCS all-
roputMmbl YUV u [HS i1 npencraBieHus BUIMMOIO U UH-
(pakpacHOTO H300paXKECHUH, U3 KOTOPHIX, HOCPEACTBOM
BeHBIET-NpeoOpa3oBaHusl COCTABIAIONICH SIPKOCTH BUIU-
MOTO CBETa M MH( PaKpacCHOro N300 pakeHNsI, Oy dYeHa HO-
Basl COCTABIIONIAs SPKOCTH, a 3aT€M IPOU3BOAUTCS CIMUS-
HUE U 00paTHOe MpeoOpa30BaHue IS MOy YSHHS HOBOTO
n3o0pakeHust. [IpuBeieHbI AeTadbHbIE pacueThl U ONpee-
JsTroInas yHKIuUs.

Pesyabrarbl. Pe3yibraT, NmOJIydyeHHBIA IOCPEACTBOM
cOopa u 00paboTKK HOYHBIX M300paskeHUH (hap JBUIKY IIIUX-
cs1 aBTOMOOMJIEH, TTOKa3bIBAET, YTO AJTOPHUTM CIIASTHUS BHU-
JMOTO ¥ MH(PPAKPACHOTO U300PaKEHUS MOKET JIMKBH M-
poBaTh OpeoJIbHBIN 3 PEKT U, B TO K& BpeMsi, COXPAHHThH
JIeTAJTH3AIUIO U300 pakeHHUS.
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Hayunas HoBm3Ha. [IpeacTaBiieHa anropuTMoOM IIpeoo-
pa3oBaHMs [BETOBOTO TPOCTPAHCTBA U BEHBIICT-CIMSHHUSL.
THS ¥ adropuT™ BeHBIET-Ipe0Opa3oBaHusi 00ECICYNBAIOT
yiIydlleHUe H300paskeHusi CO CIEKTPaIbHBIMHU HCKa)KEHUS-
MH OT (hap aBTOM OOMJISI HOUBIO, B TO K€ BPEMSI, COBMECTHOE
UCHOJb30BaHue anropu™oB YU V-npeoOpa3zoBaHus U Beii-
BJIET-IPE00Pa30BaHusI IIO3BOJIIET IOy YHTh OOJIEE YETKY IO
HH(GOPMAIHIO. DTOT METO I IBIIETCS TEXHOJOTHUECKIM HO-
BIIIECTBOM [Tl HAY YHBIX UCCJICIOBAHUH B 00J1aCTH aBTOMO-
OuniecTpoeHusl.

IlpakTnyeckasi 3Ha4YMMOCTh. llpemioxeHHbIN an-
TOPUTM MOJET OBITh NPUMEHEH B 00JacTH aBTOMO-
OMIbHOW 0€30MaCHOCTH W MMEET BBICOKOE NMPUKIIAJHOE
3HaYCHHE.

KioueBble ciioBa: opeoibhblii d¢hgexm, Guoumblil
ceem, uHPaKpacHoe uz0OpaiceHue, aneopumm CausHus
usobpasicenutl, IHS-npeobpasosanue, YUV-npeobpasosaniie,
setigem-npeoopaszosamue

Pexomenoosarno 0o nybnikayii O0OKm. mexH. HAYK

M.O. Anexceesum. Jama Haoxoodcenns pyKonucy
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