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Purpose. Classical KNN text classifier has some shortcomings such as consistent weights of each characteristics, which
causes low classification accuracy and high feature dimension that leads the program to run too much time when facing a
large datasets. To solve these problems, a normalized feature weighted KNN text classifier was proposed (it was named

NPSOKNN algorithm).

Methodology. The overall accuracy of classifier was used as the global optimization goal of feature weights. PSO was
used to search the global optimization feature weights. In order to reduce the number of features and time cost of KNN text
classifier, we set a threshold to drop the features that are lower than the threshold value.

Findings. We first got the global optimization feature weights, and then by using these weights and feature reduction
method, we obtained a new feature vector, the dimension number of which is much smaller than the original text vector and

with high accuracy of text classification.

Originality. We made a study of the improvement of the text classifier by using improved PSO and KNN. We discussed
normalized feature weights, weighted distance calculation function, and feature dimension reduction. The research on this as-

pect has not been found at present.

Practical value. The 10-fold cross-validation experimental results showed that the average accuracy of NPSOKNN is high-
er than that of the classical KNN in text classifier, and the time cost was reduced significantly because of features reducing.
Keywords: text classification, KNN, normalized feature weight, feature weight optimization, PSO, feature reduction

Introduction. With the exponential growth of infor-
mation, it is a challenge for information science about how to
effectively organize and manage information, and to rapidly,
accurately and comprehensively provide users with the desi-
red information. Under this kind of background, automatic
text classification technology becomes an important research
area. KNN (K-Nearest Neighbor) is an instance-based classi-
fication method proposed by T.M. Cover and P.E. Hart [1].
The basic idea of KNN text classification is: firstly, to find k
most closest texts out of a comprehensive set; then, identify
the most frequent type from the k-most closest texts; catego-
rize this text with this type. Among classification algorithms,
KNN is a widely used text classifier because of its simplicity
and efficiency. Some of KNN technology can theoretically
achieve the same result that could be achieved by Bayesian
decision making with complete prior. KNN can adapt to
more complex distribution. For unknown and un-normal dis-
tribution, it can achieve higher classification accuracy.

However, KNN text classification also has some prob-
lems in classification, such as:

1. KNN is a lazy instance-based learning method. It de-
fers the decision on how to generalize beyond the training
data until each new query instance is encountered. So for
high-dimensional samples or large sample set, the time of
similarity computing is huge, making it unpractical [2].
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2. Classic KNN classifier considers all features with the
same weight. In other words, all the features take the same
effect on similarity computing. However, in the real applica-
tion, some features are strongly associated with the classifi-
cation; some are weakly associated with the classification [3].
If the classifier does not distinguish between the contribu-
tions of each feature, its classification effect will be worse.

One method to solve these problems is based on rough
set combined with other classifiers, such as multi-classifier
fusion based on rough sets and support vector machine,
Bayesian classifier based on rough set algorithm [4], maxi-
mum entropy text classification algorithm based on rough
sets, and KNN text classification algorithm based on rough
sets and so on. The classification algorithm based on fusion
technology uses rough set to reduce feature dimension, and
then uses classification algorithms for further processing. It is
able to overcome the shortcomings of KNN text classifier
when dealing with a high dimensional feature. Nevertheless,
the computational complexity of rough set used in feature
reduction is too high, prone to lead to “combinatorial explo-
sion” problems [5].

Another popular algorithm is to use clustering technolo-
gy to improve the efficiency of text classifier. Such algorithm
easily leads to poor results due to the incorrectly set thresh-
old, uneven distribution of training samples and other rea-
sons.
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Another type of improved algorithm is based on feature
weighting. Such algorithms give different weights to each
feature to distinguish the role of these features on classifier
[6, 7], used semantic features and information entropy
weighting to do feature clustering. Experimental results
showed that, compared to TF-IDF, its classification accuracy
rate increased by about 5% [8], calculated feature weight ac-
cording to the number of feature word occur in a particular
class, proposed a weighted KNN algorithm based on PSO, of
which the main idea is to give greater importance to features
with higher weight. It used PSO algorithm to search the op-
timal weights: test in the UCI datasets showed that weighted
features not only improved classification accuracy but also
reduced the feature dimensions. The main problem is un-
normalized weight searching easily falls into local optimal
value, because too large space results in hard-to-find optimal
weights.

Another big challenge for automatic text classification
algorithm is dimension: typically up to tens of thousands of
dimensions, resulting in too much classification time. There-
fore, to figure out more important dimensions for improving
the accuracy and efficiency of classification has great signifi-
cance. Typical feature selection methods are information
gain (IG), mutual information (MI), document frequency (DF).
However, in dealing with unbalanced data sets, these com-
monly used feature selection methods tend to choose the fea-
ture subset that benefits for large number class category, thus
the classify effect of some small class category could be
poor.

The algorithm normalizes the features weight, makes the
maximum unique. Weight normalization diminishes the so-
lution space, reduces multimodal problems, and speeds up
peak problem processing. Uses average normalized weight
as PSO's initial value. In order to avoid local optimum in op-
timization, the algorithm introduced mutation operator. Fi-
nally, the improved PSOKNN is applied to high-dimensional
text classification. By comparing the experimental results,
the classifier using cross method is more precise. In addition,
in terms of time consuming we compared feature reduction
and optimization time.

PSO adaptive normalized weighted KNN text classifi-
cation (NPSOKNN algorithm). A solution is designed to
solve the problems presented above, by making the precision
of classification as optimization objective function and giv-
ing different weight to each feature, to improve the accuracy
of the classifier.

NPSOKNN algorithm. Using the included angle cosine
method as the text similarity measure in the classical KNN
classifier, the similarity between unclassified sample feature
vector x and classified sample vector d; can be described as
follows

3 (@ x )
m
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Where, m is the dimension of feature vector, e, is the &”
dimension value of vector x, w;, is the k" dimension value of
vector d;, k=1,2,.., m, i=1, 2, n, n is the total number of sam-
ples classified.

sim(x,d;) =
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The formula to calculate category weight of the text to be
classified

y(x,C)) = > dC)

deknn

Where, x is the feature vector of the text to be classified,
Wd,C)E {0,1} denotes whether document d; belongs to the
class C; r; denotes the similarity between x and ;.

During calculating the distance among texts with all fea-
tures, this paper introduces weight factor to discriminate rela-
tive strength of features and classification and removes weak
relevant features according to weight, which can reduce the
feature dimension and classification time while improving
classification accuracy.

The weighted optimization objective function. This pa-
per uses F; test value to synthesize the precision and recall,
which are given the same importance to consider. The macro
average of F; test value is as the weighted objective function

Macro—F, = maximum(Macro—F,) .

In the above formula,

ceC
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Where p is the accuracy rate, r is recall ratio, « is selected
relevant documents, b is selected irrelevant documents, and ¢
is unselected relevant documents.

The advantages of the normalized weight.

1. Normalized feature weight used in NPSOKNN text
classification can reduce the solution space and make the op-
timal solution unique. Fig. 1 hypothesis feature dimension as
two dimensions and the solution space is reduced by half af-
ter normalization, which can be seen from the chart.

P
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Fig. 1. Schematic diagram of normalized solution space
2. Speed up to process multi peak problems. Fig. 2 shows

that there will have an increase in artificial multi peak prob-
lem without normalizing weight. On the other hand, multi-
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peak value problem can be translated into a single value
problem after normalizing weight (Fig. 3).

A

0 T 2n n

Fig. 2. Multi peak problem

A
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Fig. 3. Single value problem

3. Dimensionality reduction. Reduce the final dimension
of the feature vector, which can be used as reference to judge
whether a particle is legal:

The i” particle w, = (w,,®,,....m, ) e R"

112772900 %im
m
Do, =1,0,,0,,..0, €[0,1].
Jj=1

Thus
a)imzl_zng . (2)

j=1
If w,; <0, then the i particle is illegal.

Using PSO algorithm to get the global optimization
normalized feature weights adaptively. Thus, the key
problem of the algorithm proposed in this paper is to get
the optimal solution of feature weight. Simple and effec-
tive in seeking optimization, PSO is adopted to learn fea-
ture weight. In order to prevent particles from falling into
local optimum, the mutation operator is introduced into
PSO.

In 1995, Kennedy and Eberhar proposed PSO algorithm,
inspired by the foraging behavior of bird flocks. The PSO op-
timization algorithm regards a solution to the optimization
problem as the position of a bird in the searching space,
which is called the particle. Each particle has a fitness value
(candidate solution) determined by the optimal function and
a velocity to decide its flying direction and range. In the op-
timization process, each particle remembers and follows the
current optimal particle, then seeks the optimal solution in
the solution space.

Particle swarm algorithm is described as follows, assum-
ing the population size is N, during the tth iteration, the coor-
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dinate position of each particle in D dimensional space can
be represented as x,(¢) = (x!,x’,..,x",...,x”) and the velocity
is represented as v,(r) = (v/,17,...,v",...,v") . Then adjust the

position and velocity for the next iteration in accordance with
the following methods

v (t+1) = v, (1) + 1 (p, () = x, () + .1, (p, () = x,(1)); 3)
X(E+D) =X, +v,(e+1) -

The algorithm uses the optimization ability of particle
swarm to find out the optimal weight that can centralized the
characteristics for each feature. Then remove the small rela-
tive weight and join the weight into calculating the similarity
of texts.

For n classes problems, assume the ith class ¢(i=1.2,...,n)
has N; samples, and x,”)(j=1,2,...,]\/i). A brief solution steps is
given below:

Step I: Extract m features from the ZN : sample space,
i=1

store them in an ordered set 7, vectorize the training set and
generate the training sample set.

Step 2: Set the number of cycles of PSO as ¢, inertia
weight w, and learning factor ¢; and ¢, increases exponential-
ly with cycle as

_ .t
c=c,=e Ao

Step 3: Define the fitness function of PSO as the F; test
value with weighted KNN classification.

Step 4: Initialize the value of the first particle with 1/m
and normalized random value for remaining particles.

Each particle has m dimensions used to represent
the properties of the position in the solution space
o, =(0,,0,,...®,) , »; means the i” particle.

im

m

> o, =1L(0,,0,,....0, €[0,1]).
Jj=1

Step 5: Initialize the value of velocity for each particle
randomly.
V.=, ,V,sV,,) » Vi denotes the velocity value of the

i" particle.

3

D v, =000V, €[-L1D).
Jj=l

Step 6: Calculate the fitness of each particle according to
the fitness function; update the pbest for each particle and the
gbest of whole swarm.

Step 7: Set the position of (m-1) dimensions and the speed
of m dimensions for (i+1) particles by the formula (2) and
(3), calculate the position value of the m" dimensions accord-
ing to the normalized constraint formula (2). If @,,<0, means
the /" particle is illegal, which will be threw away, and re-
join the new initialized particle to replace it.

Step 8: While circulating, extract several rounds and par-
ticles randomly and set their position value as the initial state
value.
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Step 9: End the cycle until reach the present iterations,
otherwise repeat step 6, 7. The program returns ghest =

= (@), @yyrerns @) 5 where b is the index position of the best
particle in the swarm.

Feature reduction. This paper uses PSO algorithm to
seek the optimal weight, which represents the importance
degree of each feature and decrease the dimension of feature
space with it. The procedure is as follows:

Firstly, the weighted feature is looked as the basis for fea-
ture reduction. Set the feature weight reduction ratio as & and
remove this feature from the feature set £, which is used in
the classification.

Secondly, remove the property whose feature weight
value is 0 or small to remove the dimension of the feature
space and improve the classification speed of KNN text clas-
sifier, while having little effect on classification precision.

Steps of NPSOKNN algorithm.

Step1: Re-vectorize the test set 7 and training set L.

Step2: Set the value of .

Step3: Change the distance calculation function (1) as

Zm: @y (@, x @y )
sim(x,d,) = 22— > Q)

,/(i ) 02
Za)bk =1.
k=1

Step 4: Find out the k samples in 7, whose distance to the
text x to be classified is the most similar. The x belongs to the
categoryl which has the most samples among the k nearest
neighbor samples.

Let k,k,,....k, each separately stand for the number of
samples from the & nearest neighbor sample to the text x that

is to be classified, which actually belongs to the classes
€,,Cys... ¢, - Define the discriminant function of ¢; as

D 5eees

d(x)=k,i=12,..k.

This research employs 10-fold cross-validation method to
evaluate the classification efficiency during the experimental
process. Each data set is randomly divided into n equal sub-
sets, one subset is selected as the test set and the remaining
(n-1) subsets as the optimization training set of PSO to seek
KNN feature normalized optimal weight. At the end of the
first round, another subset is used as the test set and so on.
Totally, n times are executed and the average and the vari-
ance of these n computing results are got finally.

Experiment and analysis. Data set and word segmen-
tation pre-processing. In this paper, three data sets are used
in the experiment: Fudan university corpus, Chinese classifi-
cation corpus in the tourism field and Chinese classification
corpus in sports field [9].

In this experiment, the ICTCLAS made by Chinese Acad-
emy of Sciences is used as the word segmentation processing
and only the extracted nouns can be applied to classify. In
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addition, using DF/ICF (Word frequency inversion category)
to serve as the method for feature selection. From the per-
spective of feature selection, this method proposes that se-
lecting the entry with high-class information is the key to en-
hancing the classification capacity of the rare category. The
result shows the feature selection effect of DF/ICF is better
than that of /G and DF.

Using TFIDF rather than Boolean logic model as feature
input, the formula of 7FIDF is as follows

W(t.d)=1tf(t,d,)xlog(D/(m+1)).

Where #(1,d;) is the ratio of the number of words t in text
d; and the total word number of d, D is the text number of
corpus, and m shows the account of the texts which contain
word ¢. To avoid zero denominator (i.c., all of the text do not
contain the word), the denominator plus 1.

Experimental design. Cosine similarity measure function
(4) is used to calculate the similarity distance measure.

10-fold cross-validation is equipped to evaluate the classi-
fication efficiency during the experimental process. Each da-
ta set is randomly divided into 10 equal subsets. Then one
subset is selected as the test set and the rest 9 subsets serve as
the optimization training set of PSO to seek KNN feature
normalized optimal weight. Execute 10 times successively
and compute the average and the variance of these 10 results
finally.

This experiment uses JAVA language, compiler envi-
ronment is JDK1.7, running environment is Windows 7, CPU
for Intel Core 17 processor, and 8 G memory.

Comparison and analysis.

Comparison results of the best classification accuracy.
The comparison of the best classification accuracy of KNN
and PSOKNN in three different corpuses is as follows:

Table 1, 2 express the optimal tiny-average and macro-
average of these two algorithms. What’s more, the & of KNN
is 10, k of KNNPSO is 7, and the iterations of PSO are 100.

Table 1
Tiny-average in three accuracy
NPSOKNN KNN

FuDan 0.9714285714285 0.8942857142857

tourism 0.9318926974664 0.8662500000000

sports 0.9124087591240 0.8386861313868
Table 2

Macro-average in three accuracy
NPSOKNN KNN

FuDan 0.9717685884294 0.8970123443239

tourism 0.9318926974664 0.8727309293727

sports 0.9171951432738 0.8490441832289

From these two tables, the tiny-average and macro-
average of NPSOKNN are 0.9 above. In Fudan university cor-
pus, the tiny-average and macro-average of NPSOKNN reach
0.97 so that the improved KNN algorithm achieved the best
classification accuracy.
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Comparison results of feature weight Normalization ef-
fect. Fig. 4 shows the overhead time and classification accu-
racy of normalized weighted and non-normalized weighted
in Chinese classification corpus in the tourism field, where
k=10, the number of iteration times is 100; the number of par-
ticle is 100.

In Fig. 4, the macro assessment index of normalized KNN
classifier is improved and the optimal time is reduced.
Fig. 5-6 respectively show the comparison of the tiny-
average and macro-average of NPSOKNN and KNN with dif-
ferent & in three different corpuses.

Comparison results of feature reduction. The effect of
classifier with different ratio feature reduction can be seen
in Fig. 7. In the Chinese classification corpus in tourism
field, the total account of features is 3269, ¢ is the reduction

Comparison of NPSOKMM and KMN in the corpus of the Fudan University 5 1097
2
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=
w
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— NPSOKNMN macro-average
0.84 NPSOKNN tiny-average

— - — - KNN macro-average

— — KNN tiny-average
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K
a

ratio which ¢é=0 means the features are not reduced. The tiny-
averages and macro-averages of different reduction ratios
with /=8 and k=10 are showed in figure. When the ratio is
20%, the classification accuracy reaches best. When the ratio
is 20-30%, the accuracy does not change too much, the clas-
sification time can be reduced sharply.

Comparison results analysis. The accuracy of NPSOK-
NN is 7% higher than that of traditional KNN classifier. When
the feature reduction ratio is 20%, the accuracy does not
change much.

Using tiny-average as the optimal objective function,
the result is similar to that of macro-average. Other distan-
ce criterions such as Markov distance and FEuclidean
distance, the results are similar to the result of Cosine dis-
tance.

The variance with Cross Method
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Fig. 4. Different k values in Fudan corpus: a — average k values of NPSOKNN and KNN classifier; b — variance of k values

of NPSOKNN macro- and tiny-average
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The variance with Cross Method
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Fig. 5. Different k value in Tourism corpus: a — average k values of NPSOKNN and KNN classifier; b — variance of k values

of NPSOKNN macro- and tiny-average
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Comparison of NPSOKNN and KNN in the corpus of the sports field 197
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The vanance with Cross Method
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Fig. 6. Different k value in Sports corpus: a —average k values of NPSOKNN and KNN classifier; b — variance of k values

of NPSOKNN macro- and tiny-average
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K=10 Attribute reduction ration
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Fig. 7. Different feature reduction ratios: a — average reduction ratio values with K=8; b — average reduction ratio val-

ues with K=10

Conclusion. A novel normalized weighted KNN text
classifier is proposed in this paper. With the help of PSO, the
feature weight can be self-adaptively solved and optimized.
At the same time, features of KNN text classifier can be also
reduced.

However, there are many parameters in KNN text classi-
fier. We will further study the pre-self-setting of the feature
weight reduction ratio ¢, the selection of £, the similarity dis-
tance measure among the samples, the weighted optimization
of the training set and so on.
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Meta. Y crangapTHOro Kiacudikaropa TEKCTy MO Me-
Toxty k Haitommkunx cycimiB (KNN) € psii HEOMIKIB, TaKHX
SIK PIBHO3HAYHICTH (PIBHOBAXKHICTB) YCIX O3HAK, IO 3HIKYE
TOYHICTh KJacH(iKallil, 1 BeJIMKa PO3MIPHICTh EJIEMEHTY, 1110
30UIBIIYE BUTPATH Yacy MpU 0OpoOLl BEJIMKHX MaKeTiB Ja-
HMX. 11 BUpIMIEHHS BKa3aHUX IPOOJIEM 3alpONOHOBAaHUN
QJIaNTUBHAN HOPMATI30BaHHUN 3BOKEHUI TEKCTOBUM KJIacH-
(hikaTop 3a METOIOM k HAMOIMKIKX CYCiiB (asroput™ NP-
SOKNN).

Metonuka. Pe3ynpryroda TouHICTh Kiacu(ikaTopa BU-
KOPHCTOBYETHLCSI SIK ITIJTbOBUH MOKA3HUK (OPIEHTHP) 3arajib-
HOI ONTHMI3aIlT BArOMOCTI 03HaK. JI71st BU3HAYEHHS ONTHMa-
JIbHO{ BarW 03HAK BUKOPHCTOBYETHCS ONTHUMI3ALlisl METOJIOM
POt "acToK. JI1si CKOpOUEHHST KiJTbKOCTI 03HAK 1 3MEHITICHHS
Butpar yacy KNN-kiacudikatopa TekcTy Oyiio BCTaHOBIIE-
HO TIOPOTOBE 3HAYCHHS, IO BiJICIKa€ O3HAKU 3 MEHIIIOIO Ba-
TOIO.

PesyabraTu. [IpoBeneHa 3araibHa ONTHMI3AIlsl Baro-
MOCTI O3HaK, aJli, 3 BAKOPUCTAHHSIM OTPUMAHOI Barl O3HAK
1 METOy 3MEHIIICHHSI PO3MIPHOCTI €JIEMEHTIB, OTPHMaHMUIA
HOBUIA BEKTOP O3HAK, PO3MIPHICTh SIKOTO MEHIIIA, HiX Y TT0-
YaTKOBOT'O 3@ BUCOKOT TOYHOCTI KJIacU(iKaIrii.

HayxoBa HoBu3Ha. [IpoBeneHi AOCHDKEHHS 3 yJI0-
CKOHAJIEHHSI TEKCTOBOTO Kitacu]ikaTopa 3a JIOTIOMOTOO T10-
kpamieHux MeroziB KNN i PSO. PosrisiHyTi HopMasti3oBaHi
Barv O3HAK, 3BaKeH1 (DYHKIIT po3paxyHKy BiJCTaHeH, 3Me-
HIIICHHS PO3MIPHOCTI eneMeHTiB. JIoCTiKeHHS BKa3aHHX
ACTICKTIB paHilIe He IIPOBOIHIOCS.
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IpakTnyHa 3HauMMicTb. Pesynpraté mecaTrpazoBoi
HepexXpecHOi NepeBIpKH Ha JOCTOBIPHICTH MOKa3aJIH, 1110 Ce-
PeIHBOCTATUCTHYHA TOYHICTD anroput™My NPSOKNN Buia
3a cragmaptHuii KNN y TekcToBoMy Kiacu(ikaToposi, i
YacoBi BUTPATH ICTOTHO MEHIII, 3aBISKH 3MEHIICHHIO PO3-
MIPHOCTI €JIEMEHTIB.

Komouosi cnoBa: xuacugbicayis mexcmy, memoo k naii-
OnudICYUX CyCiie, HOPMATI308AHA 8A2A O3HAKU, ONMUMI3A-
Yisi MemoOOM polo 4ACMOK, 3MEHWEHHS PO3MIDHOCII efe-
MeHmig

Heanb. Y cranmapTHOro KiaccudukaTopa TEKCTa Mo Me-
Toxy k Gmxaiimx coceneit (KNN) ecTb psiJt HEIOCTaTKOB,
TaKNX KaK PaBHO3HAYHOCTH (PaBHOBECHOCTB) BCEX NPU3HA-
KOB, KOTOpasi CHW)KAaeT TOYHOCTh KiIacCH(UKAIKU, U 00Jb-
mas pasMEpHOCTh 3JIEMEHTa, YTO YBEIMYMBAET 3aTPAaThl
BpPEMEHH IpU 00pabOTKe OOJBIINX MAKEeTOB JAHHBIX. J[is
pEIICHUs yKa3aHHBIX IPOOIEM MpEUIOKEH aalTUBHBIA
HOpPMaJI30BaHHbIA B3BELICHHBIH TEKCTOBBIN KilacCH(HKa-
TOp 1O Meroxy A Ommwkalmx cocened (aaroputM
NPSOKNN).

Metomuka. Pe3ynbTupyromas TOYHOCTh KiaccH(UKa-
TOpa HMCTIONB3YETCsl B KAYECTBE 1IEJICBOTO MOKas3aTens (opu-
eHTHpa) oOmIeH ONTUMHU3ALMN BECOMOCTH MPH3HAKOB. [l
OTIpe/ieNieHUs] ONTUMAIBFHOTO Beca MPH3HAKOB HCTIONB3YET-
Csl ONTUMM3ALMS METOAOM posi yacTull. [ cokparieHus
KOJIMYECTBA MPU3HAKOB U YMEHBIICHHs 3aTpaT BPEMEHU
KNN-knaccupukaropa TeKcTa ObII0 YCTAHOBJIEHO MOPOTO-
BOE 3HaUCHHUE, OTCEKAOIIIee MPU3HAKI C MEHBIIIM BECOM.

Pesyabrartnl. [IpoBesnena oOmiasi ONTHMH3AIUS BECO-
MOCTH TIPU3HAKOB, JAJIee, C MCTIOIb30BAHUEM IOTyIEHHBIX
BECOB MPH3HAKOB M METOJA YMEHBILICHHS Pa3MEpHOCTH
JJIEMEHTOB, MOIYYeH HOBBIM BEKTOP MPU3HAKOB, pa3Mep-
HOCTh KOTOPOT'O MEHBIIIE, YeM Yy HCXOJHOTO IIPH BBICOKOW
TOYHOCTH KIIACCHU(HKAIIAH.

Hayuynasi HoBu3Ha. IIpoBeneHbl ucciaeqoBaHUs IO
YCOBEPILICHCTBOBAHUIO TEKCTOBOIO KJaccUuKaropa Io-
CPEACTBOM yNydlIeHHbIX MeToJoB KNN u PSO. Paccmot-
pEeHBl HOPMAJIM30BAHHBIC Beca IPU3HAKOB, B3BEIICHHbBIC
(yHKIMM pacyera pacCTOSHHUM, YMEHBIICHHE Pa3MEPHOCTH
aneMeHToB. MccnenoBanne yka3aHHBIX aclieKTOB paHee He
TIPOBOJIMIIOCK.

IIpakTnyeckas 3HAYNMOCTh. Pe3ysbTatsl fecaTukpa-
THOM NepeKpECTHON MPOBEPKH Ha JIOCTOBEPHOCTH MOKA3a-
JIA, 4TO CPEAHECTATUCTUYECKAst TOUHOCTh airoputMa NPSO
KNN BbI1I€, YeM y cTangapTHOro KNN B TEKCTOBOM Kiac-
cu(uKaTope, ¥ BpeMEHHBIE 3aTPaThl CYILIECTBEHHO MEHBIIIE,
Grmaromapst yMEHBIICHHIO Pa3MEPHOCTH JIEMEHTOB.

KuaroueBrble ciioBa: xiaccuguxayus mekema, memoo k
budcatiuux coceoetl, HOPMANUZ0BAHHBIIL 6eC NPUSHAKA,
OnMUMU3AYUSL MEMOOOM POsL YACMUY, YMEHbUEHUe pa3-
MEPHOCIU 2NeMEHMO8

Pexomenoosano 0o nybnikayii 0okm. mexH. HAyK

B.B. T'namywenkom.  [lama — HAOX00JiCeHHA — pyKONUCY
25.01.15.
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