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Purpose. The traditional ant colony optimization algorithms have been used to solve the NP-hard problem, Traveling
Salesman Problem (TSP), which is based on the rule that ants tend to choose high pheromone concentrated path. The max-min
ant system (MMAS) most commonly achieves the nearest neighbouring city and always formulates the local optimal solution.

Methodology. The “big-small ant colony” algorithm with a kind of “jump pit strategies” has been formulated. Where, the
big ants can carry much more pheromones and are prone to making mistakes.

Findings. First, the “big-small ant colony” algorithm was employed to accelerate the convergence speed. Then, by using a
kind of jump pit concepts, a wider range path searching was provided, where the “small jumping strategy” allowed more than
one ant to go along a different path, and the “big jumping strategy” put a barrier on the pheromone convergence path forcing
the ants to choose other different paths. The experimental results showed that the modified algorithm always converges to the
optimal results unlike the MMAS.

Originality. The modified ant colony optimization algorithm was studied and the effectiveness of the idea, which was put
forward, was discussed.

Practical value. The proposed algorithm may be employed to solve other problems, especially together with some deter-
ministic algorithm to realize quick global optimization.

Keywords: ant colony optimization, traveling salesman problem, max-min ant system, NP-hard problem, global search,

pheromones, “jump pit strategy”’

Introduction. In nature, ants crawl out from the cave to
find a food source, upon finding it they come back to the
colony. They leave a path marked by pheromones substanc-
es. In an ant colony, the algorithm of information interaction
is based on the pheromones mainly. The ants are able to per-
ceive the existence of this kind of material and its strength in
the absence of visual signs. At the initial stage, in the envi-
ronment there are no pheromone paths, and the ants search
for things in a random way. Then the process of the food
source search is affected by the previous residues of the ants’
pheromone. Ants tend to choose the path with the high con-
centration of the pheromone. At the same time, the phero-
mone is a kind of volatile chemicals, which evaporates slow-
ly. The longer is a path, the more time an ant spends on
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travelling down the path and back, the more time the phero-
mones have to evaporate. The pheromone residual is rela-
tively higher on a shorter path. Subsequently the probability
that other ants will choose the shorter path is large. This leads
to the more and more ants walk along the short path. Conse-
quently, the pheromone concentration that remains on the
path will also increase. Therefore, the ants’ collective behav-
iour constitutes the pheromone positive feedback process,
which allows finding the shortest path. The positive feedback
mechanism strengthens the performance of better solutions,
but it may cause the ant colony algorithm easily fall in prem-
ature phenomenon and stagnant phenomenon when solving
problems. In real life, many ants cannot complete complex
tasks, but can find the current optimal solution path to adapt
to the changes in the environment. Ant Colony Optimization
(ACO) algorithm is a method, which is used to find an opti-
mal path through graphs. Marco Dorigo put it forward in
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1992, in his PhD thesis. The ACO was inspired by the behav-
iour of ants searching for food. The ACO algorithm is a kind
of simulated evolutionary algorithm. Previous studies sho-
wed that the algorithm has many good properties.

The ACO algorithm together with the current popular ge-
netic algorithm, particle swarm optimization algorithm and
artificial neural network, artificial immune algorithm and ar-
tificial fish algorithm belongs to the group of bionic optimi-
zation algorithms. They all belong to a class of mimic natural
biological systems; they depend entirely on the biological in-
stincts, through unconscious behaviour to optimize the con-
dition for optimum need intelligent optimization algorithm to
adapt to the environment [1-3]. Recently, many ACO appli-
cations have been found. Camp et al. use the ACO to develop
for discrete optimization of space trusses [4]. Shuang et al.
use parallel computation mechanism for the ACO [5].
Mavrovouniotis et al. solve the dynamic TSP by ACO [6]. The
ACO algorithm is successful to solve the traveling salesman
problem (TSP), which is to find the shortest possible route that vis-
its each city exactly once and returns to the origin city [7]. If as-
suming each city as a node of the graph, then the traveling
salesman problem is to find a cost minimum circuit on the
complete graph of N nodes.

Traditional ant colony algorithms. Ant colony algo-
rithm has the following advantages: the positive feedback,
strong robustness, distributed computing, etc. At the same
time, the ant colony algorithm has its own deficiencies, such
as computing time is long, prone to stagnation phenomenon,
etc. Starting from the original ant system, scholars have car-
ried out many researches on its improvement, mainly includ-
ing the systems such as basic graph ant system (BGAS), ant
system with elitist strategy (ESAS), rank-based version of ant
system (RBVAS), ant colony system (ACS), and max-min ant
system (MMAS).

Basic graph ant system (BGAS) algorithm process can be
expressed as follows [8]:

For (the number of iterations arriving or iterative condi-
tion satisfaction)

For (all ants foraging)

Calculate the ant routing path, recording the path for the
best path;

Update pheromone (including volatile and the best path);

End

End

Ant colony system (ACS) algorithm process can be ex-
pressed as follows [9].

In the algorithm initial moment, every path has the equal
amount of pheromone, assume 7, (0) = C (constant number),

Put m ant in 7 city based on some rules. At ¢ time, the proba-
bility of ant £ located in the city i choosing moving to the city
Jj can be expressed as follows.

o (t\nl (t
—_ E ) g ) ,Jj € allowed
p'I; (Z): Zrﬁt (Z)niu (t) . (1)
0 , otherwise
Where, 7 is the amount of pheromone between the cities,
7 is the heuristic information between the cities, o and /3 re-

flect the ants accumulated in the process of sports infor-
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mation and inspiration in the ant selected the relative im-
portance path respectively.

When all the ants completing a cycle, every path phero-
mone amount is adjusted as follows.

o (t41) = por, ()+ DA (te+1) . ()

k=1
The first part of the original formula is the pheromone re-
taining part, p is the retention coefficient, while the latter part

At represents the amount of the pheromone added for each
ant walking along the path.

Max-min ant system (MMAS) algorithm process can be
expressed as follows:

MMAS and ACS mainly have three aspects of difference.
After each cycle, only an ant pheromone update. The possi-
ble ant is the one finding the optimal solution in the current
loop of ants (local optimal solution), may also the ant finding
optimal solutions since the experiment starting (the global
optimal solution). To avoid the stagnation of the search, the
elements of each solution pheromone track are limited to a
maximum and minimum range. At last, the pheromone track
initialized to the maximum updates as follows:

7, (t+1) =pTy (l‘)+iAT” (best)- 3)

At the same time, the pheromone smoothing mechanism
has also been applied to the MMAS. The MMAS is recog-
nized to be one of the best ant colony algorithms.

The “big-small ant colony” algorithm. In view of the
MMAS pheromone update methods, we proposed a “big-
small ant colony” algorithm. Small ants are the ordinary ants,
while the big ants are the ants that can carry a much more
pheromone, and the big ants are prone to make mistakes. The
big ants 0% say that, there are no big ants, only small ants;
while big ants 100% say that, there are no small ants, only big
ants. The article presents the experiment results of the opti-
mal path length for 30 cities and the convergence speed with
different proportion of the ants. Experimental parameters set-
ting: volatilization coefficient is 0.5, the pheromone is 1, heu-
ristic factor is 5, a small ant ring constant is 1, a big ant ring
constants is 5, each generation contains a total of 30 ants, the
number of iterations is 300. The algorithm is based on the
MMAS.

Experimental conclusion: although the big ant introduc-
tion to find better TSP path is not working, it accelerate the
convergence speed a lot (Fig. 1).

Ant colony algorithm based on “jumping”. In order to
get the optimal solution, we proposed a novel ant colony al-
gorithm based on “jumping”. By using the original MMAS
ant colony algorithm, we often can converge to the following
result for the 30 city problem. The result of the path length is
135.9017, which is not the optimal result, but it most com-
monly occurs in the process of converging results (Fig. 2).

The rectangular areas surrounding small parts of the
routing show the difference between the results. The rest of
the routing is similar. This mutation is called a “small jump
pit”. But it does not result in the optimal path. In the process
of debugging of MMAS algorithm, it has been found a short-
er path with the length of 135.1807 (Fig. 3).
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Fig. 1. Convergence speed curve of the “big-small ant
colony” algorithm: x axe is the iteration step, y axe is
the path length; a — 0% big ants; b — 25 % big ants;
¢ — 50 % big ants

Unfortunately, the results appear only once. If we com-
pare the result shown in Fig. 3 with the suboptimal results,
they differ more than in one place. Actually, the routing by
more than 50% is different; in addition, such a strong change
of routing that appeared in the upper left corner of the path is
almost impossible when using the MMAS algorithm.

The root cause consists in the heuristic information, which
told all ants to walk as near as possible, and try not to walk to
the city that is far from the current one, which can be under-
stood as the myopic behaviour of ants, and this is inevitable in
MMAS.

So we think the subprime to optimal process should be a
“big jump pit”, namely to change most of the routing, keep
only a small number of routing. Therefore, we must add the
“jump pit” in the MMAS algorithm. There are two basic clas-
ses of “jump pits”: large and small, as shown in the Fig. 4.
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Fig. 2. 30 city problem suboptimal results based on
MMAS: a — suboptimal result is 135.9017; b — subop-
timal result is 135.6100
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Fig. 3. 30 city problem optimal result: a — the jumping
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Fig. 4. The concept of a “jump pit”

In the TSP problem, we define the following concepts: re-
ferring to the “big jump pit”, there is at least more than 10%
of the routing path changing process, while referring to a
“small jump pit”, there is less than 10% of the routing path
changing process. In other words, the “big jump pit” causes a
big change, the change was almost beyond recognition, the
“small jump pit” causes small change. The MMAS algorithm
of small and medium size barely able to jump pit (based on
the randomness of probability). The ACO algorithm, as a fast
convergence algorithm, can be improved by the “jumping
strategy”. The key study problem is to design appropriate
strategies of “big and small jump pit”, because for many
NP—hard algorithms, it is very important to design a good
“jumping strategy”.

Based on the analysis above, the strategies of “big and
small jump pit” have been developed.

“Small jumping strategy”. In each route let more than
one ant starting along a different path at the same time, as
shown in the Fig. 5; by this way, we can let the ants go not
only to the nearest city, but also far away from the city, so as
to realize “small jumping pit”.

“Big jumping strategy”. When the pheromone conver-
gence, the ant must walk the red path in the perspective of
probability; therefore, a barrier is designed in the middle of
the red path, which is forcing the ants to search a different
path.

Experiments and results. The design of the experiment
process: introducing 50% big ants, calculating 500 steps
based on the MMAS algorithm, and then for the result of the
convergence path, in turn, put obstacles in the path of each
knots, at the same time solving the TSP problem with 3 ants
climbed out based on the MMAS algorithm, and climbed 300
generations.

The experimental results show that the previous 500 step
MMAS solving process has converged to suboptimal results,
then, when the “big jump pit” was applied, it has converged
to the optimal results. By placing obstacles of the “big jump
pit” and forcing the ants to go along a new road, we have
proved the effectiveness of the “jumping strategy”. The ef-
fectiveness of the idea has been proved by the results of
many standard database TSP problem solving (Fig. 6—7).

Discussion and conclusion. The “jumping pit strategy”
needs to be improved, primarily the “big jumping strategy”.
The main problem that must be solved is the reduction of the
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computation time. For the city problems concerning more
than 100 cities, the time spent on calculation often takes a few
hours, which is unacceptable.
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Fig. 5. Jumping strategies: a — “small jumping strategy”;
b — “big jumping strategy”
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Fig. 6. St70 results: a — MMAS result is 696; b — result ob-
tained by our method is 675 (optimal)
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Fig. 7. Eil51 results: a — MMAS result is 428; b — result ob-
tained by our method is 426 (optimal)
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Mera. Knacnunuii ,,MypamHii® alropuT™ ONTHMI3a-
1i{ BUKOPHCTOBYBABCSI [UIsl BUPILICHHS 3aB/IaHHs HeleTep-
MIHOBaHOI OJIIHOMIAJIBHOI CKJIAJHOCTI — ,,3aBJAHHS KOMI-
BOsDKEpa™, TPYHTYIOUHCh Ha TOMY, II0 MYpAILKH, SIK IIpa-
BUIJIO, OOMPAOTh JOPOTY, MapKOBaHY BEIMKOIO KiTBKICTIO
(epomony. AnroputM Max-min ,,MypanIMHOI CHCTEMH
(MMAS), mepeBa>kHO, TIPUBOANUTH JI0 HAHOIFKIOTO CYCi-
HBOTO MiCTa Ta 3aBXIU (POPMYITIOE JIOKATLHO ONTHUMAITLHE
pillIeHHSI.

Metoauka. ChopMyIp0BaHO ANTOPHTM ,,KOJIOHIT BENH-
KUX 1 MaJIMX MYPAIIOK 3i, CBOr0 POy, CTPATETi€l0 ,,CTPHU-
60k uepe3 simy*“. [Ipu 1IbOMY BEJMKI MypaIlIKH MOXYTb Iie-
pEeHOCUTH OUIBIITY KiTBKICTh (DepOMOHY Ta OLIBII CXMIIBHI 10
TIOMUJIOK.

Pesynbrarn. Yioepiie BUKOPUCTAHUI AITOPUTM ,,KO-
JIOHIi BEMKUX 1 MAIMX MYpPAIIoK" Tt 301TBIICHHS IBUI-
KocTi cxomkeHHs. [loTiM, 32 BHUKOPHCTaHHS KOHIICTIIii
,,CTpHOOK "epe3 sMy™, OyB pealli3oBaHUiA IONITYK IULIXIB Y
OLTBII ITUPOKOMY JTiara3oHi, Ie CTpaTeris ,,MaJoro CTpHO-
Ka*“ 703BOIISIE OLTBIT HiX OZHIM Mypariii BHOpaTH ambTep-
HATHUBHUH IIITAX, & CTPATETIs ,,BEIIMKOTO CTPHOKA™ TO3BOJISIE
CTaBUTH MEPELIKO/IM Ha JIOpO3i, BiMiueHil GepomMoHoMm, Ta
MPUMYIITYBaTH Mypamiok oOupatH iHiry gopory. Pesynbra-
TH EKCHEPUMEHTIB I0Ka3ajid, 10 MOJM(IKOBAaHUI ajro-
PUTM 32BN JIOCATAE ONTUMAIILHOTO PE3yJIbTaTy Ha BiMi-
HY Bil MMAS-aJIropuTMmy.

HayxoBa HoBH3Ha. BuBueHO HOBUIT ,,MypalMHUIA aj-
TOPUTM"* 1 PO3TTIAHYTa e(PeKTHBHICTH inei, mo paHime He
00TOBOpIOBANIACS.

IIpakTHyHa 3HAYHMICTh. 3aTIPOTIOHOBAHHUN aJTOPUTM
MOXXe BHKOPHCTOBYBATHCS I BHPIMIEHHS OaraThox 3a-
BIIaHb, OCOOJIMBO y TOEIHAHHI 3 SKAM-HEOYIb IETepPMiHO-
BaHUM JITOPUTMOM JUIS peajizalil IMBUAKOT 3arajibHOT OIl-
TUMI3aIlii.

KunrowoBi ciioBa: mypawwunuii aneopumm, ,,3a60amHs;
Komigosicepa “, Max-min mypawuna cucmemd, 3a80aHHS
HeOemepMiHOBAHOI NOJTHOMIANLHOI CKIAOHOCI, 2100aTb-
HULl NOWYK, (hepomoHu, cmpamezisi ,,cmpubok uepes amy -

Heasb. Knaccuueckuit ,,MypaBbUHBIN aITOPUTM OMNTH-
MH3aIMN UCTIONB30BAJICS JUIS PEILCHNUS 3aJa41 HeleTepMU-
HUPOBAaHHON TNOJMHOMHUAIBHOM  CJI0KHOCTHU ,,3a1aun
KOMMHUBOSDKEPA“‘, OCHOBBIBASICH HA TOM, YTO MYpaBbH, Kak
NPaBUJIO, BHIOMPAIOT IyTh, MAPKMPOBAHHBINH OOJIBIIMM KO-
anaectBoM (epomona. Anropurm Max-Min ,,MypaBbHHOM
cucteMbl” (MMAS), IpeUMyIIIECTBEHHO, MPUBOAUT K OIH-
KallllleMy coceHEMY TOpoy M Bceraa (hOopMyIHpyeT JIo-
KaJIbHO ONTHMAaJIbHOE PELICHHE.
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Mertoauka. ChopMyanpoBaH aJropuTM ,,KOJIOHHH 00-
JBIIMX M MalbIX MypaBbEB® €O, CBOETO poOja, CTpaTerueit
,,IPBDKOK uepe3 simy*“. [Ipu 3ToM OoJIbIie MypaBbl MOTYT
MIEPEHOCHThL OOJIbIIIee KOJMYECTBO (hepoMOoHA M Ooee
CKJIOHHBI K OIITHOKaM.

PesyabTarbl. BriepBbie MCTI0/Ib30BaH aIrOPUTM ,,KOJIO-
HUX OOJBIINX M MAJIBIX MYPaBbEB** ISl YBEIMYEHHUS CKOPO-
CTH CXOXICHHUS. 3aTeM, NPU HCIONB30BAHWH KOHIICTIIIHH
,IIPBDKOK 4epe3 sIMy*‘, ObUT peali30BaH MMOUCK MyTel B 00-
Jiee IMPOKOM JIUaTa3oHe, I CTpaTerds ,,Majoro mpblKKa‘
MO3BOJISIET OoJiee YeM OJIHOMY MYpaBbIO BBIOpATh allbTep-
HATHBHBIN IyTb, @ CTPATerys ,,00JbIIOr0 MPbDKKA™ TO3BO-
JISIET CTAaBUTH NPErpaJibl Ha Iy TH, OTMEYCHHOM (pepOMOHOM,
1 BBIHY)K/IaTh MyPaBbeB BHIOMpPATh IPYroH 1myTh. Pe3ynbra-
TBI HKCIIEPUMEHTOB TOKA3aJM, YTO MOIM(MUINPOBAHHBII
ITOPUTM BCErAa JOCTUTAET ONTHMAIBLHOIO pe3yibTara B
oTiuuue 0T MMAS-airopurma.

Heng Yang

Hayuynas HoBu3Ha. VI3yueH HOBBIN ,,MypaBbUHBIN al-
TOpUTM"* U paccMoTpeHa 3((PEKTUBHOCTD WJICH, paHee He
00CYXKTaBIIIecsI.

IlpakTuyeckasi 3Ha4YUMOCTb. [IpesiokeHHbIN anro-
PHTM MOJKET WCTIOJIB30BAThCSA IUIS PEIICHHUS MHOTHX 3a-
Jiad, 0cOOEHHO B COYETAaHUH C KAaKUM-JTHOO JIETEPMUHHUPO-
BaHHBIM AJTOPUTMOM JUISl peaM3aliu OBICTPOU oOIIei
OTITHMH3AIHN.
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CTPATEI'TA KEIIYBAHHSA, 3ACHOBAHA HA AJI'OPUTMI
BUTICHEHHSA JTABHO HEBUKOPUCTAHUX EJIEMEHTIB
Y ITAM'ATI CUCTEMH

Purpose. Big data is a very large vocabulary we have heard recently. No matter for business or personal users, there is al-
ways a lot of important data to store. When we use the storage system, we often want the system to respond quickly enough to
reach a state of no delay. This is a big challenge to the storage system. Scientists have already done many researches on this
topic and they found that the use of cache in the storage system can improve the performance of storage system greatly.

Methodology. Cache algorithm is a hot research field in the current storage area. Least Recently Used algorithm (LRU) is

a commonly used cache replacement algorithm.

Findings. Since the new hash value that appears atop of the stack needs to adjust the stack even if the visited page is al-
ready in memory, this takes much time. We need a better cache replacement algorithm to improve the performance.

Originality. A new replacing strategy based on the LRU algorithm has been developed; it is called Improved LRU algo-
rithm (ILRU). It can increase the hit rate when more users suddenly have a higher access to the unfamiliar page. We determine
whether the hash value is added to a page or not through searching the access hash value in the LRU queue.

Practical value. The test results show that the design of ILRU algorithm can improve the performance comparing to tradi-
tional LRU algorithm. At the same time, ILRU algorithm has higher hit rate than FIFO algorithm.

Keywords: replacing strategy, least recently used algorithm, ILRU, hit rate, performance

Introduction. The development of internet is very rapid.
According to the U.S. Department of Commerce survey, the
data on internet traffic is going to be double on average every
one hundred days. The fast development brings not only the
tremendous business opportunities but also creates a big
problem to storage system. People will have high require-
ments to the storage system performance.

In recent years, people have used the cache to increase
the performance of the storage system. The main function of
the storage system is as a cache between the high speed
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equipment and the low speed device. A good cache replace-
ment algorithm may be designed to improve the hit rate of
the content. When the content of the request is hit, it can be
obtained directly from the cache, which can reduce the re-
sponse time of the request [1].

In order to improve the hit rate of the cache system, we
should design different cache algorithms to manage the data
and make out the elimination decision when the buffer space
is full. The cache algorithm generally determines which data
needs to be cached and the data blocks are selected when the
space is full.
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