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Purpose. Development and construction of economic-mathematical forecasting model of exchange rates by means
of neural networks for definition of exchange rates behavior on the Internet market taking into account factors of
technical and fundamental analyses.

M ethodology. For solution of this goal methods of the comparative analysis, systematic comprehensive approach
and methods of economic-mathematical modeling by means of neural networks were used.

Findings. Research of major factors by tools available to do a forecast concerning fluctuations of exchange rates in
the future was carried out. We have defined that the exchange rates behavior is influenced by rather large number of
factors relating to methods of fundamental and technical analyses. It was established that any factors cannot guarantee
100% reliability in a forecast. Only application of a comprehensive approach insures high degree of forecast accuracy.
Economic-mathematical forecasting model of exchange rates with the neural networks for the purpose of
implementation of a comprehensive approach was offered and constructed. It has alowed complex indicators of
fundamental and technical analyses. On the basis of technical and fundamental analyses indicators of exchange rates
behavior on the Internet market the group of factors which have numerical measurement was created. Justification of
mathematical apparatus of neural networks as optimum for construction economic-mathematical model for the
performance of forecasts and taking into account the purpose put in this work was executed. On the basis of the created
group of factors construction of economy was executed - mathematical model of funds of neural networks, for which
entrance data on the selected factors move and on exit look-ahead value of exchange rates turns out.

Originality. Construction of economic-mathematical forecasting model of exchange rates for Internet market was
executed by neural networks which unlike the existing considering groups of ten factors, such as: the index of the
relative size of the prices, the index of simplification of the market, the index of Dow Jones, the “ Standard and powers’
index, the New York stock exchange index, indices of the American stock exchange, the RSI indicator, the average
index of the directed movement ADX, the index of off-exchange turn, the stochastic indicator.

Practical value. The practical significance of these results is the possibility of increasing the accuracy of the
forecast of exchange rates on the Internet market by the use of advanced mathematical apparatus, which was based on
the expanded set of factors affecting the fluctuations of exchange rates.
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Statement of the problem. Today, due to develop-
ment of mass media, improvement of computers and In-
ternet technologies, work of the trader became much
simpler thanksto Internet trading. It has simplified be-
cause the necessary information became more available,
now it is possible to obtain data on exchange rates, mar-
ket trends, about new strategy much easier. Such opera-
tions as bid or sale of currencies have become simpler,
now agreements occur much quicker and more simply.

The currency market as well as any others shows
complex economic system in which different processes
proceed. Many of these processes are studied quite well
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and are giving in to standard mathematical calculation.
But there are also such processes the emergence of which
is caused by existence of different random factors and to
describe them with known mathematical and economic
regularitiesis rather adifficult process.

Analysis of the recent research and publications.
There are no publications devoted to studying and fore-
casting of currencies behavior for the market Internet.
Among them it is necessary to highlight works of such
authors as Stephen B. Akelis, Robert Colby, Thomas
A.Meyers, T.Demark, D. Piskulov E. Peytel, P. Peytel
and many other.

Application of methods and the tools of analysis de-
scribed by authors marked out above definitely give rather

127




EKOHOMIKA TA YIIPABJIIHHA

high accuracy ofcurrency behavior forecast in the market
and the Internet trading is very widely used in modern
practice. But, in spite of the fact that certain results in this
area have aready been reached, the problem of forecastac-
curacy increase and alsowork stability of analysis princi-
plesis topical. Performance features of currencies existing
methods forecast are the trader, applying this or that meth-
od of the analysis, it can insure forecast accuracy reaching
up to 90%, and subsequently, using the same method of
the analysis, to get accuracy close to zero. It is caused by
the fact that the complex market of currencies processes
proceeds describing standard mathematical regularities[1].
To analyze the Internet currency market this work is also
devoted to updating of approaches.

For better understandingthe Internet currency market
regulations it is necessary to carry out a number of anal-
yses, including technical and fundamental ones [2-5].

As awhole it is possible to define the technica analy-
sis, as a method of price forecasting, based on mathemati-
cal, instead of economic exposition. This method has been
created for purely applied purposes, namely obtaining the
income fromsecurity market gamesat first, and then and
further on. All techniques of the technical analysis were
created separately one from another and only in 70-s years
have been incorporated in the unique theory with the gen-
era philosophy, axioms and the basic principles.

The technical analysis is a method of price forecast-
ing with the consideration of market fluctuation sched-
ules of the previous periods of time. The technical analy-
sisisdivided into:

- graphic method;

- mathematical method;

- oscillators;

- index of relative size of the prices,

- fractals;

- index of simplification of the market;
- trade of lines of balance;

- wave analysis,

- candle models;

- indicator stochastic;

- RSl indicator;

- an average index of the directed movement ADX, etc.

The fundamental analysis displays state of the econ-
omy of the country:

- indicators of economic growth (gross national prod-
uct, industrial outputs and so forth);

- condition of trading balance, degree of dependence
on external sources of raw materials;

- growth of monetary mass in national market;

- rate of inflation and inflationary expectations,

- level of interest rate;

- solvency of the country and trust to national curren-
cy inthe world market;

- speculative operations in the currency market;

- sectorial degree of development of the world finan-
cial market, for example of securities market which com-
petes to the currency market, etc.

Also fundamental analysis includes research of such in-
dexes as: the stock indices, the Dow Jones index (DJ1), the
Standard & Poors’ index (S&P), the New York stock ex-
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change index (NY SE Index), the American stock exchange
indices (AMEX), off-exchange index to aturn (NASDAQ).

Unsolved aspects of the problem. There is defined
accuracy in forecasting of currency behaviour with all
analyzed indicators and practical skills as well. However
the joining of al indicatorsin a system is rather difficult
task. Very often traders are usedto follow only a few in-
dicators that reduce forecast degree.

Neural networks as hew mathematical apparatus have
stimulated high breakthrough in the field of analysis and
forecast of the Internet market.

The positive impact of neural networks application
has been considered in works of such authors as Ezho-
va AA., Minaev U.N., O. Filimonov, R. Callan,
Rutkovska D., S. Haykin. Having analyzed mentioned
above authors it is possible to make conclusions of neural
networks use principles rather approved by them in fore-
casting of currency behavior.

The main research. The researches and practical ap-
probation show about rather high forecast accuracy
achieved by applying this method of anaysis. Mathemat-
ical complexity of the neural networks device for un-
skilled user isitsonly shortcoming. However, now it is
updated and a large number of software on the basis of
neural networks technology allows the new trader with-
out profound knowledge of this area successfully and au-
tomatically carry out forecasts.

If to generalize existing working techniques with neural
networks for the market Internet, it has such stages [6-10]:

Data collecting. Under data collecting we under-
stand the possible largest number of statistics for cho-
sen currency pair. The more data is provided to a net-
work for study, especially reliability of that network
will learn to do forecasts not only within the provided
sample, but also outside of it than, the better forecast
accuracy we get.

Network study. During network study, for increase of
accuracy of forecast we have choice in several algorithms
and architecturesof networks. The architectural construc-
tion of a neura network giving the smallest case of er-
rors, is currently been approbated.

Receiving new data forecast. After a network is a-
ready taught providing sample of data, there can be exe-
cuted forecast of already new set.

Therefore, as we see, considered above technique can
differ only in quantity and quality of the data provided
for study and the network architecture successful choice
is a merit of thetechnique author and directly influences
on forecastquality.

Thus, emergence of technology of neural networks
brings even more increased degree of forecast reliability
of Internet market. However there are a certain number
of factors which influence on forecastreliability. And the
trader does not need to rely only on results of neural net-
work forecast, and as it is hecessary to consider other in-
dicators, such as exchange indices and the technical
analysisindicators, for example.

Thus, we see that there is no single technique unit-
ingthe indicators. For the similar tasks solution it is nec-
essary tochange mathematical apparatus to neural net-
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works. As it was already noted above, neural networks
are not whimsical in data sample uniformity, and it
means that they can join absolutely different indicatorsin
a model, without showing reguirements to their dimen-
sion. In this regard, this work offersthe updated tech-
nique of mathematical apparatus of neural networks for
accuracy increasing and forecast validity.

For accuracy increase the offered forecast of this
work uses complex indicator developing groups of fac-
tors of fundamental and technical analyses. For the solu-
tion of equal complexitytasks with heterogeneity of data
sample and also without communication between these
sets of data group, the most optimum mathematical appa-
ratus are neural networks.

The chosen two-layer perceptron and return distribu-
tion algorithm of mistake is educational (fig. 1) and the
most acceptable in this case.

=T

|| T

Fig. 1. Scheme two-layer perceptron

This type of neural networks is rather quite a studied
and described in scientific literature and it is scrutinely
considered almost in al neura networks textbooks. Each
element of a network produces the weighed total of the
entrances with the amendment to a composed view, and
then passes this value of internal activation through func-
tional activation and, thus, reference values of this ele-
ment turn out. Elements are organized in level-by-level
architecture with a direct signal transmission. Such net-
work is easy to interpret entrance exit in which scales
and threshold values are free parameters of model as
nonlinear model. Such network can model functions
practically at any degree of complexity, and the quantity
of layers and quantity of elements in each layer define
complexity of function.

Quantity definition of hidden layers and quantity of
elements becomes the issue for designing. The quantity
of entrance and initial elements are defined by statements
of problem. Single-layered networks are considerably
limited for calculation. Than quantity of layers in the
networks, especially complex calculations could be done,
but the excessive increase in layers can lead to excessive
complexity of calculated process. To let a network pro-
cess data through modeling, the scales quantity of should
not exceed sample volume.

After serial calculation of linear combinations and
nonlinear transformations approximation of any multidi-
mensional function are reached at the corresponding
choice of parameters of a network.

There is no feedbackin multilayered perceptron. Such
models are caled the networks of direct distribution. They
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do not own internal state and do not allow modelling devel-
opment of dynamic systems without additiona receptions.

Multilayered perceptron can count initial vector of Y
for any entrance vector X-th, it gives value of some vec-
tor y=f (X) function. Therefore, the condition of any task
which can be put perceptron, should be a set of vectors
{x..x% from N, components everyone.

The set of vectors { y1... ys}, each vector of y, with
yswith N°components will be the solution of atask

Y=£(x),

where s=1...S—number of the shown image.

The most accepted activation functions of formal
neuron are:

- rigid step;

- logistic function or sigmaid function;

- hyperbolical tangent;

- flat step;

- smoothness,

- function continuity.

As function of activation is chosen sigmoid, fig. 2
which is applied very often foor multilayered perceptron
and in other networks with continuous signals because it
has such positive properties as:

- continuity of the first derivative that alows to learn
a network gradient methods (for example, a method of
return distribution of a mistake);

- quick calculation of derivative accelerates study.

~NET

OUT = sigm(NET) = — =
1+

ouT
l--
/o.s
- INET
-5 0 5

Fig. 2. Sgmoidfunctions

Creation of ¢ neural network statistical sample from
98 data currencies which are used at a study stage of a
neural network has been used. The objective to synthe-
size a network on the basis of multilayered perceptron
will analyze entrance data and form communication be-
tween statistics of the fundamental and technical analysis
(days off are given) and values at exchange rates (en-
trance data). The model will be used for exchange rates
forecasting for future periods taking into account factors
of technical and fundamental analyses.

Creation of aneural network is carried out in MS Ex-
cel with the use of the superstructure of neuroexcel.

As entrance data have been taken the main fundamen-
tal and technicd indicators which possitle toshow in
numerical scale:
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- index of the relative size of the prices (X1);

- index of simplification of the market (X2);

- Dow Jones index (DJI) (X3);

- “Standard & Poors’ index (S&P);

- index of the New York stock exchange (NY SE In-
dex) (X5);

-indices of the American stock exchange (AMEX)
(X6);
- index off-exchange to aturn (NASDAQ) (X7);

- indicator stochastic (X8);

- RSl indicator (X9);

- average index of the directed movement ADX (X10).

Output data — look-ahead values of exchange rates
(X11).

To solve this task two-layer perceptron has been syn-
thesized on which input of fundamental and technical in-
dicators and the forecast of initial parameter — volumes
of investments behind types—is moved and produced.

The activation functions are sigmoid functions. On
each stepof calculation it was carried out adjustment of
weight values and threshold sensitivity by arule

Aw =&(d] = y7)%;

whered = y; y= OUT; E — parameter of astep of study.

Such rule of reduction ¢ continualy t calculation has
been established as the following: ¢ '=¢/1.5668, where
&' —new value of studying speed.

For normal work of model before the study beginning
perceptron input data were aligned and normalized by
such rule:

- entrance values x

' (X_rnx),

X =

Oy

where m, — average value x; o — average quadratic de-

viation x.

After performance of rationing data in arange from —
4 to 4 with probability 0.99 are obtained. To obtain data
in arange from 0 to 1, if to assume that the distribution
law of these factors is normal, the coding is performed
using such formula:

- input values y

y’:w_‘_

Oy

4’

where m, — average value y; o,—average quadratic devi-

ation y.
The error of study is calculated in aformula:
Total sguare-law error.

13 2
E:EZ(dk_yk) !

k=1
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where E — total squared error (criteria of study); P —
quantity of examples in educational set; d,— desirable

size of an exit; Y, — really received output of a network;

K —quantity of examples.

The simple neural network is constructed. To get rid
of superfluous calculated complications at the expense of
alignment of a range of variables by means of a super-
structure of neuroexcel it is executed reprocessingof en-
trance data. The Mean/Variance option at which dataturn
into dimensionless form calculatingthe average and ra-
tioning their dispersion is chosen.

For determination of the input parameters importance
of the Boxcounting function which defines the statistical
importance of entrances for the set exitsis used. We find
results for the most and the least significant parameters,
and also those having intermediate values. Reduction of
entrances quantity allows reducing the study time of a
neuronet or gives the chance to increase its nonlinear
qualities. Also removals of the most non-significant en-
trances which value the about O positive, will be dis-
played on value of dispersion which should be possible
far away from unit. The calculated relation of Aver-
age/dispersion is calculated with the use of the Box-
counting function. The larger such relation is, the better
model predicts.

On dl indicators satisfactory values of the calculated
factors will be used for creation of neuronet model have
been received.

The constructed two-layer neural network has archi-
tecture 10-3-1 (quantity of entrances - quantity of neu-
rons in the first layer - quantity of exits) and the follow-
ing parameters:

Quantity of layers without the entrance (Number of
layer) =2.

Quantity of entrances (Number of inputs) =10.

Quantity of neurons in the first layer (Layerl, neu-
rons) =3.

Order of nonlinearityof thefirst layer (order) =1.

Type of initia function of the first layer (function) =
sigmoid function.

Quantity of neuronsin the second layer (neurons) =1.

Order of nonlinearity of the second layer (order) =1.

Type of initial function of the second layer (functi-
on) = linear.

Study of a neural network. At the following stage
network study begins. Nature of test sample is estab-
lished to Random because for problems of approximation
the most essentia is the casual choice of atest set. Such
algorithm of study is established:

- initial error of elements (Initial delta) =0,1;

- minimum mistake (Minimal delta) =1x10-8;

- maximum mistake (Maximal delta) =10;

- decrease step Nu(-) =0,5;

- increase step Nu(+) =1,2.

On the first step, the study has been finished, when it
has reached number of 1000 eras. The error of study is
0.06 which is stabilized when the mark has reached
856 erasisreceived. Insignificant errors of the line of re-
al data from data, foreseen by a network, have been
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graphically received. In other words, the network gives
out the same data set which no more than 1% moved on
entrance with a possible mistake.

Performance of such network is described in a
formula

OUT = sigr‘r(ZsigmNET) =

_ 1
1+exp( Ay 36 3 + 13 1
Lrep(4), Y i) L+ep(4) Y xw
i=1 j=1 i=1j=1

wherei — entrance number; j —neuron number in alayer;
| — layernumber.

For I=1: J=1,3; i=1,11: )(11 — indexof the relative size
of theprices, x! — indexof simplification of themarket;
x; — DowdJonesindex (DJI); x; — index “Standard
&poor's’ (S&P)” (S&P); x — indexof the New York
stock exchange (NYSE Index); x; — indexesof the
American  stockexchange(AMEX); xt  —
exchange to aturn (NASDAQ); x: — indicatorstoahastik;
x; — indicator RSI; x, — averageindex of the directed

movementADX.

For I=2:1=13; j=1. x* — prospective values of
exchange rates.

\,\41— weight factorof entranceiof neuronnumber j in

index off-

layerl, Net; — signal NET j-neuron in layer |, Out; — en-
trance signal of neuron, vector of data which represents
prospective values of exchange rates.

Thus, construction and calculation of economic-
mathematical model of exchange rates forecasting with
neura networksis executed.

Thus, construction and calculation of economic-
mathematical model of forecasting of exchange rates by
means of neural networks is executed.

Research conclusions and recommendations for fur-
ther research. Carried out research in the methods of for-
esting optimization of exchange rates on the Internet
market have allowed to draw such conclusions:

1. There are rather large numbers of fundamental and
technical indicators which alow carrying out exchange
rates behavior forecasting of Internet market.

However any of indicators cannot give high accuracy
offorecast. Only complex analysis of indicators allows
making aforecast with more or less high precision.

2. For increase of forecast accuracy of exchange rate
in the Internet market it is necessary to createthe eco-
nomic-mathematical model which would allow uniting
the indicators of technical and fundamental analyses.

3. It is offered to construct economic-mathematical
model of exchange rates forecasting taking into account
the indicators of technical and fundamental analyses.
Considering the fact that the selected group of indica-
tors (index of the relative size of the prices, index of
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simplification of the market, the Dow Jones index, the
“Standard & Poors’, the New York stock exchange in-
dex, the indices of American stock exchange, the RS
indicator, the average index of the directed movement
ADX, theoff-exchange index to a turn, the stochastic
indicator) is not homogeneous by its nature, has vari-
ousdimensions, and is proved that use of mathematical
apparatus of neural networks will be the most accepta-
blein this case.

Designing of a neural networkforecasting of ex-
change rates with the neural networks on the basis of
multilayered perceptron is performed. As an asset func-
tion a sigmoid function is chosen. High validity of pre-
dicting properties of confirmed model with the received
minimum error is received.
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Merta. Merta nonsrae B po3poo6mi Ta moOymoBi eKo-
HOMIKO-MaTEMaTHYHOI MOJEI MPOTHO3Y KYpCiB BAJIOT
3acobaMi HEUPOHHHMX MEpEeX Ui BH3HAYCHHS [10-
BEIIHKM KypCiB Ha IHTEPHET-PHHKY 3 ypaxyBaHHSIM
(hakTOpiB TEXHIYHOTO Ta GyHIAMEHTAILHOTO aHAI31B.

Metoauka. [l BUPIIICHHSA IOCTaBJICHOI METH BH-
KOPHUCTaHO METOJM MOPIBHAILHOIO aHANi3y, CHCTEMHOTO
KOMILUTIEKCHOT'O TIAXOQy Ta METOJM EKOHOMIKO-MaTe-
MaTHYHOTO MOJICITIOBAHHS 3aC00aMU HEHPOHHHUX MEPEK.

PesyabraTu. IIpoBeeHO MOCHTIKEHHS OCHOBHHX
(hakTOpiB, 3a JOMOMOTOI0 SKUX MOXHA POOHTH MPOrHO3
00 3aMiHM KypCiB BaliOT y MaOyTHhOMy. BusHaue-
HO, III0 Ha TIOBEAIHKY KypCiB BaJIOT BILTUBA€E JOCTATHBO
BEJIMKA KUTBKICTh (haKTOPIB, AKi BIAHOCATHCS IO METO/IB
(hyHIAMCHTAIBHOTO Ta TEXHIYHOTO aHaji3iB. BcTaHoB-
JICHO, 1110 KoeH 13 ¢akTopiB He Mae 100% wHanifiHOCTI y
mporuo3i. JIuie 3acToCyBaHHS KOMILICKCHOTO IiAXOIY
JTa€ BUCOKY CTYIiHb IMPOTHO3Y. 3 METOK 3MiHCHCHHS
KOMIUIEKCHOTO MiJIX0/y 3alpoNoHOBaHa Ta MoOyaoBaHa
C€KOHOMIKO-MaTeMaTU4YHa MOJEIbh MPOTHO3y KypCiB Ba-
MOT 3aco0amMy  HEWPOHHUX MEpeXk, IO JO3BOJHIIA
00’ eTHATH TTOKA3HUKY (PYHIaMEHTAIHHOTO Ta TEXHIYHO-
TO aHaII3iB.

Ha ocHOBI mOKa3HUKIB TEXHIYHOTO i (hyHIAMEHTAIIb-
HOTO aHaNi3iB MOBEAIHKH KypCiB BalioT Ha [HTepHeT-
pUHKY chopmoBaHa Tpymna (pakTopi, IO MalOTh YHCIO-
BUil BUMip. BuKoHaHE OOIPYHTYBaHHS MAaTEMaTHYHOTO
arnapary HEHpPOHHHUX MEpPeX K ONTUMAIbHOTO sl mo0y-
JIOBH €KOHOMIKO-MAaTeéMaTUYHOI MOJEN 3 METOI BUKO-
HAHHS MPOTHO3IB 1 3 ypaxyBaHHs METH, MOCTABJIECHOI B
naHiid poboti. Ha ocHoBi cdopmoBaHoi rpymnu ¢axTopiB
BUKOHAHa MOOYy/0Ba E€KOHOMIKO-MAaTeMaTHYHOI MOJeNi
MPOTHO3y KYypCiB BaJIOT 3aco0amMH HEUPOHHHX MEpPEex,
Ha BXiJ| SKOi MMOMAIOTHCS JIaHi 3a BiniOpanumu (hakropa-
MH, a Ha BHXOJI OTPUMYETHCS TMPOTHO3HE 3HAYCHHS
KypCiB BaJIoT.

HayxoBa HoBu3HA. BukoHaHa moOymoBa €KOHOMIKO-
MaTeMaTHYHOI MOJENI MPOrHO3y KypcCiB BaaroT Ha IHTep-
HET-PHHKY 3ac00aMK HEHPOHHHX MEPEK, 10, Ha BIAMIHY
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BiJl ICHYIOUHX, BPaXxOBYy€ TPYITy i3 AeCATH (haKTOpPiB, TAKHX
SIK: IHICKC BITHOCHOTO PO3MIPY IliH, IHICKC IOJICTIICHHS
puHKy, ingekc Jloy-JlxoHca, inmekc , CTeHOap 3HA may-
9p3“, IHIEKC Hbm—ﬁopKCKoﬁ ¢donmoBoi Oipxki, iHACKCH
Awmepukancbkoi (onnoBoi Oipiki, iHaukarop RS|, cepenniii
iHaekc crpsimoBaHoro pyxy ADX, iHmekc mo3aGip>koBoro
000pOTy, IHIUKATOP CTOAXACTHK.

MpakTuuna 3HayuMicTh. [lomsirae B MOXIMBOCTI
MiIBUIIEHHS TOYHOCTI TPOTHO3Y KypciB BamoT Ha IH-
TEPHET-PUHKY 32 JOMOMOTOK BHKOPHCTAaHHS BIOCKOHA-
JICHOTO MAaTEeMAaTHYHOrO anapaTy, B OCHOBY SIKOTO IIO-
KJIaJileHa PO3MIMpeHa rpyna YMHHHKIB, 10 BIUIMBAE Ha
3MiHY KYPCiB BaJOT.

KurouoBi caoBa: npoenosysanns Kypcig eaniom,
HEUPOHHI Mepedic, PYHOAMeHMANbHIl ananiz, mexHiuHull
ananiz, Inmepnem mepetioine

Heab. Ilenp 3akimouaercss B pa3paboTKe U MOCTPOe-
HUW HKOHOMHKO-MaTEeMaTHUUYECKOH MOJIeNn MPOrHo3a
KYPCOB BaJIlOT CPEACTBAMHU HEHPOHHBIX CeTell sl ompe-
JIeJIeHUsI TIOBEJIEHUsI KypcoB Ha VIHTepHET-pBhIHKE C yde-
TOM (haKTOPOB TEXHUIECKOTO U ()yHIAMECHTAILHOTO aHAa-
JIN30B.

Mertoauxa. [[ns pemieHus NOCTaBIEHHOM LEIU HC-
MIOJI30BaHbl METOZBI CPABHUTEIBHOTO aHAIM3a, CHCTEM-
HOTO KOMIUIEKCHOTO ITOXOa W METOABI 3KOHOMHEKO-
MaTeMaTU4eCcKOro MOJCIHPOBAaHMS CPEICTBAMH HEHpOH-
HBIX CETEM.

PesyabTaThl. [IpoBegeHo wuccienoBaHue OCHOB-
HBIX ()aKTOPOB, C MOMOIIBIO KOTOPHIX MOXXHO JIeNaTh
MPOrHO3 OTHOCUTENBHO M3MEHEHHUs KYpCOB BajlOT B
Oyayumem. OmnpenesneHo, YTO Ha MOBEJIEHUE KYpPCOB
BaIlOT BIUSACT JOCTATOYHO OOIBIIOE KOJIHYECTBO (hak-
TOPOB, OTHOCSIINXCS K METOAaM (PyHIAMECHTAIEHOTO H
TEXHUYECKOTO0 aHAJIU30B. YCTAaHOBJEHO, YTO HU OAUH
3 pakropos He umeeT 100% HameKHOCTH B IPOTHO3E.
JIume mpuMeHeHHne KOMILIEKCHOTO MOAXO0Aa JaeT BEI-
COKYIO CTemleHb MporHo3a. C mempro OCyHIeCTBICHUS
KOMILJIEKCHOTO TIIOJXO0Ja MpEeIoKeHa U MOCTpOoeHa
SKOHOMHKO-MaTeMaTH4yeckasi MOJedb IPOrHo3a Kyp-
COB BaJIOT CpPEACTBAMH HEHUPOHHBIX CeTeil, KoTopasd
no3Bosinia OOBEAMHUTH IOKazaTean (yHIaMEHTallb-
HOTO M TeXHHYecKoro aHanu3oB. Ha ocHoBe moka3zare-
Jel TEeXHUYECKOTo M (yHIaMEHTAIhbHOTO aHalM30B
MOBEJICHUSI KypCOB BaNIOT Ha WHTepHET-pBIHKE Chop-
MHpOBaHA rpyIma (GpakTopoB, KOTOPEIC UMEIOT YUCIO-
BOE M3MepeHue. BeimonHeHo 000CHOBAaHHWE MaTeMaTH-
YECKOro amnmnapara HEHPOHHBIX CETEeH Kak ONTHMallb-
HOTO NI TOCTPOCHHS SKOHOMHKO-MaTeMaTHYeCKOU
MOJIENIH C LIETbI0 BBIMOJTHEHUS MPOTHO30B U C YUETOM
1enu, MOCTaBJIeHHOW B naHHOW pabore. Ha ocHoBe
chopMupoBaHHON Tpymnbl (AKTOPOB BBIMOJHEHO II0-
CTpPOEHHUE DKOHOMHUKO-MAaTEeMAaTHYECKOW MOJENU TMpo-
THO3a KypCOB BaJIlOT CPEJACTBAMH HEMPOHHBIX CeTeil,
Ha BXOJ] KOTOPOW TONAIOTCS JaHHBIC MO0 OTOOPaHHBIM
(dakTopaM, a Ha BBIXOJIE MOJYYaeTCs IMPOTHO3HOE 3HA-
YEHHE KypCOB BaIIOT.

Hayynas HoBu3HA. BrinonHeHO MOCTpOEHUE KO-
HOMHKO-MaTeMaTHIEeCKOH MOJIEIH TMPOTHO3a KYPCOB
BAIIOT Ha VIHTEpHET-pBIHKE CPEACTBAMU HEHPOHHBIX

ISSN 2071-2227, HaykoBui BicHuK HI'Y, 2014, N2 4



EKOHOMIKA TA YNIPABJIIHHA

ceTelt, KoTopasi, B OTIUYHE OT CYIIECTBYIOIINX, YIUTHI-
BaeT TPYIIy W3 AecATH (AKTOPOB, TAKUX KaK: MHIEKC
OTHOCHTEIIBHOTO pa3Mepa IIeH, HHIEKC OOJIeTYCHHS
peiaKa, wHAeke Joy-JxoHca, mHekc ,, CToHDApA >HA
naysp3”, uHzekc Hpro-Mopkckoii donmosoit Gupxu,
WHJIEKChI AMEpHUKaHCKOHW POHIOBON OMpPIKU, HHIUKATOP
RSI, cpenuuit nunexkc HanpapiaeHHOro aBmwkeHuss ADX,
HHJICKC BHEOHMPXKEBOro 000pOTa, MHIUKATOpP CTOaxa-
CTHK.

I[IpakTnyeckasi 3HaYUMOCTh. COCTOMT B BO3MOXK-
HOCTH TIOBBIIICHUS TOYHOCTH IIPOTHO3a KYPCOB BAITIOT HA
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ATNIOCTEPIOPHE MOJEJIOBAHHS ONNEPALIIMHUX BTPAT

Purpose. To develop methodological approach for adaptive modeling of operational losses.

M ethodology. Methods of artificial intelligence systems theory, probability theory, graph theory, probahility logic,
theory of decision, mathematical statistics, expert evaluation, etc. were used.

Findings. Methods of identification, evaluation, treatment and monitoring of operational risk have been generalized
and systematized. The methodology for decision support system of operational risk management based on Bayesian
techniques has been developed. The proposed method of Bayesian modeling of operational risk events has been tested
on business processes of macro-regional telecom operators, “ Siberia’, “Rostelecom”. Risk factors “data loss during the
transfer to the new software or new versions of the software.”

Originality. Analytical capabilities of applying Bayesian techniques in operational risk management has been iden-
tified and formalized.

Practical value. We have developed methods for decision support system into operationa risk management which
can be used by companiesin the total system of management.

Keywords: operational losses, Bayesian networks, influence diagrams, modeling

Problem setting. Recently academic and business
communities have shown increasing interest in the opera-
tional risks management.

This trend is caused by several reasons. In our opin-
ion the most important of these are;

- increasing control of market regulators regarding ef-
ficiency of the internal control and risk management;

- need to develop new methods of business processes
and management;

- increasing losses in companies because of reasons
which are unrelated to any direct nonfinancial and non-
strategic risks.

However, despite the relatively large number of
practical application and theoretical researches opera-
tional risk management is still poorly formalized area.

The above reasons explain the relevance of our re-
search, the aim of which is to develop technique and tool
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for operational risk management. In the present article it
puts more emphasis on the implementation of the mech-
anism of operational losses in management, as it is the
main goal of operational risk management.

So far, neither national nor foreign experts do not
develop standard definition of the term “operational risk”
[1-2]. To update this definition we have applied quite a
popular in the management process approach considering
risk in this application as a process having input and out-
put parameters [1-2].

Risk as the process should be presented as causal
model that includes the following components: objective
sources, risk event and its effects. Let specify the nature
of each component of causal model of risk in the context
of operational risk:

- object of operational risk;

Objects of operationa risk are internal business pro-
cesses or their operations.

- operational risk events;

133




